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Abstract:

The paper presents a video monitoring system utilizing fixed and PTZ cameras for tracking of
moving objects. First type of camera provides image for background modelling, being employed for
foreground objects localization. Estimated objects locations are then utilised for steering of PTZ
cameras when observing targeted objects with high close-ups. Objects are classified into several
classes, then basic event detection is being performed. Event type, object localisation and images
acquired by the cameras are presented visually in a "live map" system. In the paper details related to
detection of moving objects are presented. Next, camera calibration procedure and geopositioning
coordinates way of processing are discussed. Event detection is described. Finally an experiment is

presented, organised in order to verify the camera tracking system accuracy.
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1. Introduction

Nowadays for efficient image analysis it is assurtiet analysed stream is acquired by fixed camarhat
case moving objects are detected as a set of piksisuring actual background. The background miodeis
discussed in Sec. 3. The view area of fixed carnsenarrow and of low resolution, therefore limitipgssibility

of detailed analysis of detected objects. Contea®TZ cameras, with capability of panning, tiltewgd zooming
the image, provide technical means for followingving objects with high close-ups. For that purpag@ecise
localization of the object is needed. Object lamatin the image from calibrated fixed camera can be
transformed into real word coordinates, next seyvais a steering data for PTZ camera. That procedure
described in Sec. 3.2, 3.3. In Sec. 4. the evetectden algorithm is discussed, allowing for auttimaelection

of crucial objects for tracking in the scene. R&ssaf tracking and event detection are presented‘live map”
system, described in Sec. 5.

Sec. 6. summarises the work, by presenting vetificaf efficiency of tracking algorithm.

2. System architecture

Developed and discussed tracking algorithm assuimsthere is a monitoring system comprising fixed
cameras and PTZ cameras connected to central séherideo streams are analysed, moving objectitm
is being estimated, and that information is beiagdied by the server and employed for steering @¥ing
cameras. For storing and processing locations @ctd and cameras a geo-positioning coordinatesised.
Manipulating the GPS data to transfer object laratoetween fixed and PTZ cameras facilities creatiba
distributed surveillance system because each camera may loedplaractically anywhere and calibrated
independent of other cameras. During exploitatibthe system the same object can be observed byugar
cameras from different angles, and effectively tifienl as a single object, occupying the same doetds in

space.

3. Object tracking with PTZ cameras

For the purpose of tracking moving objects withT& Ramera, information regarding object localizatiteeds
to be obtained. It can be accomplished in a fewswalhie easiest way is to equip a moving object gewghicle)
with a GPS receiver and to send its localizatiorough a cellular network or other wireless conretti
available. However, this approach has very limiggglicability. In more convenient solutions, localion of

objects has to be acquired by the means of remegesuning.
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In the system presented in the paper, all movirjgatd are automatically localized in a fixed camiggld of
view. For this purpose, video processing algorittars used to detect and track all objects presenideo
frames acquired from the camera. In the next stapslation of pixel-based coordinates into locahl-world
coordinates is performed. This stage requires propmera calibration. In the last step, local cowtds are
translated into GPS coordinates. Based on the 1gaV&PS data, any PTZ camera in a surveillandesymay
be aimed directly and instantly at any object dein a video stream coming from the fixed camEl@vever
calculating proper values for pan, tilt and zoomapaeters of the PTZ camera requires additionalgesing that

involves PTZ camera calibration.

3.1 Video Object Detection and Tracking

Moving object detection and tracking is performedind all moving objects in each video frame aodrace
their movements in the camera field of view. Thare many methods for video object detection. Méshem
usually employ spatial and/or temporal informatiorgenerate binary masks of objects [8][9][10]. Bodution
presented here utilizes spatial segmentation tectiehoving objects in video sequences. The mostilpop
region-based approach is background subtractioh H@wever simple time-averaging of video frames is
insufficient for a surveillance system becauseamitéd adapting capabilities.

In our surveillance system, the adaptive backgrosnbtraction method models pixels as mixtures of
Gaussians and uses an on-line approximation totepgda model [2][4]. This method proved to be vasgful
in many applications, as it is able to cope witliniination changes and to adapt the background mode
accordingly to the changes in the scene, e.g. wiaionless foreground objects eventually becomaragd the
background. Furthermore, the background model eamblti-modal, allowing regular changes in the pixe
colour. This makes it possible to model such evastsees swinging in the wind or traffic light seqces.

Object detection is supplemented with shadow diete@nd removal. This step is required for everidoar
video processing application, especially in thédfif video surveillance. The shadow of a movingeobmoves
together with an object and as such is detectesl @art of the foreground object by the backgrowsmaval
algorithm. The shadow detection method is basetth®idea that while the chromatic component ofadskved
background part is generally unchanged, its brigggris significantly lower [4][7].

In the result of the background modelling, a binamgask denoting pixels recognized as belonging to
foreground objects in the current frame is obtainécheeds to be refined by the means of morpholdgi
processing in order to allow object segmentatign Jhis process includes finding connecting commisie
removing objects being too small, morphologicakaig and filling holes in regions. Additionally, atgorithm
for shadow removing from the mask using morpholalgi@construction is implemented [16]. It combines
results of objects detection with and without shaslaemoved in order to reconstruct masks of allecij

damaged by the aggressive shadow removal procedure.
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Moving object tracking has to assure the integofythe traced object in case of faulty background
subtraction or when an object temporarily disappderhind an obstacle (e.g. pillar) or to achiewvetiooous,
valid tracks in situations when objects temporacglade each other. The Kalman filtering providessaful
approach to this task [6][11]. In the process atking, each of the detected moving objects igyassi its own
Kalman filter (so-called tracker). A tracker mag ilustrated as a rectangle surrounding an olgedtprovides
information about the object location, size andrenir changes in the location and size. The mostabdd
feature of Kalman filters is the ability to predtbe object location and size in the following iraafgame. The
results of the prediction are compared with thd reaults of object detection in order to establmper
relations between regions denoting moving objectsteackers.

There are 6 basic types of relations between tracked regions, each of them requiring some differe
actions to be taken [3]. These relations and astame summarized in Tab. 1. In order to relate ¢aaliker to
the valid region successfully in case of the maagkers to many regions relation, a 2D colour lgiston using
a chromatic space of 8. colours was applied for each object. Sample resfltsbject tracking in case of

serious occlusions are shown in Fig. 1.

3.2. Determining GPS coordinates of the object

Once the positions of all moving objects in therent frame of the fixed camera image are determithedPTZ
camera may be used to obtain a zoomed-in vieweétected object. However, the object trackinggdare
provides positions of the objects in the image Igibxaordinates. In order to set the field of viefitlee PTZ
camera to the area containing the selected olgegtocedure for conversion between the fixed canmeage
coordinates (in pixels) and PTZ camera settings @agle, tilt angle and zooming coefficient) is dea. It is
convenient to divide this problem into three semmareonversions. First, image coordinates (in pjxele
converted to real world coordinates (in meters)thie next step, real world coordinates are condeiteGPS
position. The last step is conversion of the GPSitijpm to the PTZ camera settings. The first twepstof this

procedure will be described below and the detdithelast step will be presented in Sec. 3.3.

3.2.1 Conversion of image coordinates to local cdioates

The local coordinates system is used to establigsbsition of any object in the real world. As angor of the
coordinates system any point in the real world feyset (although it is convenient to select a pioiside the
camera’s field of view) and usually andy axes are positioned on the ground plane, whileztlais is
perpendicular to the ground. A conversion betwd®n tivo-dimensional image coordinates and the three-

dimensional world coordinates is possible oncet@feonversion parameters is found. A typical aggh used
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for this task is performing the camera calibratpwocedure which calculates the needed parameterg pairs
of image coordinates and real coordinates for eathration point.

Various camera calibration methods may be founthénliterature, but the method proposed by Tsaj,[14
based on the pinhole perspective projection masigtobably the most frequently used one. This eagn was
also used in the experiments described in this papsi’'s calibration model defines a total of laheersion
parameters that may be divided into three groups. first group contains five intrinsic (internalknameters,
related to camera’s lens: an effective focal lengthadial lens distortion coefficient,andy coordinates of the
center point of the radial lens distortion and ghale factor. These parameters are constant fiwea {ixed lens
camera and they do not change if the camera’s fitldew is changed (unless the lens zoom is alsmged).
The second set of extrinsic (external) parametexscribes an orientation of the image coordinatestesy
relative to the world coordinates system and comsifthree rotation angles and three translatmefficients.
These values need to be recalculated if the camewpositioned. The third group contains six fixettinsic
parameters related to the camera sensor and teepastant for a given camera.

Tsai's calibration procedure computes values ofghsmeters described above using a set of catibrat
points provided in both image coordinates (in @xend local coordinates (in meters), numericadlyiag the
conversion equations. Tsai's method requires thatldcal coordinates system is right-handed, x.galues
increase in right-to-left direction in the imagarfte andy values increase in top-to-bottom direction. Inesrtb
obtain proper calibration accuracy, the origintaf world coordinates system should be positionéitherenear
the center of the image nor near the image’s lefdér. Additionally, two calibration modes are dabie: a
coplanar mode (if all the calibration points aréuaied on the ground plane, this mode was usedén t
experiments) or a non-coplanar mode (if the cafibnapoints differ in height). The calibration ptsnshould
ideally span the whole calibrated area. A minimwmber of calibration points is 11, a greater nundfgroints
increases the calibration accuracy, provided tbattp coordinates are also accurate.

Once all the conversion parameters are found, possible to convert the world coordinates of paint in
the camera’s field of view to the image coordinatBlse conversion procedure uses the parameterinedta
during the calibration and it may be divided in&veral conversion steps: first the world coordisagstem is
rotated and translated in order to align it witk tmage coordinates system, then it is convertaghtbstorted
plane coordinates (3D to 2D conversion), the remsultonverted to distorted plane coordinates (@Kans
distortion into account) and finally image coordamare computed. In order to obtain a positioa afioving
object in the world (local) coordinates, a conwemsbetween the 2D image coordinates and the 3Ddworl
coordinates has to be performed using the stefesl lebove in the reversed order. However, in of@eonvert
2D coordinates into tree dimensions, a valug wforld coordinate has to be provided. Assuming #ihthe
object move on the ground plazes 0 may be used.

Fig. 2 shows an example image frame from the figathera with calibration points marked. This figure
illustrates several problems that occur when thibredion procedure is performed in practice. Teewsacy of

the camera calibration depends on the accuracyeaorements of calibration points positions, bothamera
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image and in the real world. Ideally, calibratiazings should form a rectangular mesh. This is harachieve in
the practical situation, especially if the camerfédd of view is large (like in Fig. 2), and plament of the
calibration points is difficult because of heawgftic. Usually, some visible landmarks are selecsdalibration
points. However, in this case finding an exact fimsi of each point relative to the origin of the ndb
coordinates system is problematic. During the drpanmts, the image shown in Fig. 2 was used for came
calibration and it was assumed that the poststsiiuan the sidewalks and posts in the fence foreetparallel
lines. However, this simplification introduces soereors in measurements of the world positionsatibcation
points. Also, measurements of distances betweenalitgration points (with the measure tape) intrmetusome
errors that may accumulate and decrease the dadibr@ccuracy. It is not possible to avoid thesersrunless a
sophisticated (and expensive) equipment is usétkimeasurements. The authors tried to use satiefiiges or
GPS receivers for the measurement of exact caliorgbints positions. However, technical limitatofimited
resolution of available satellite images and limipositional accuracy of GPS receivers) made thppeoaches
unsuitable for calibration purposes.

The accuracy of camera calibration is further leditby errors in determining the position of calitma
points in the image frame. Ideally, coordinatesh#f calibration points should be provided with Hubpixel
accuracy. This condition is hard to fulfill in ptaal situations, because the calibration markenseto be large
enough to be visible in the camera image, so tleally span several pixels and determining the|gixat
exactly represents the measured point is problemBlie problem is more prominent if the contrastveen the
calibration marker and the background is not sigffit; so it is hard to determine the contours efttarker in
the blurred zoomed-in image (Fig. 3). As a consagegthe pixel selected as a calibration pointtfwosin the
image is usually not the same point that was useithé real world measurements which results inrgrio
conversion between the image and world coordinates.

To conclude this section, it is possible to conimdge coordinates to real world (local) coordisaising the
camera calibration parameters. However, one hasnmember that several factors (discussed beforapdse

the accuracy of the calculated real world positishich may influence the accuracy of the PTZ cansézaring.

3.2.2 Local coordinates to GPS coordinates coni@ars

Conversion of local, real-world coordinates to Gi®8Srdinates is the last stage in obtaining GPSliliatéon of
moving objects detected in a video stream. Thigesta an affine transformation that includes tratish and
linear transformations like scaling and rotation.

The conversion assumes that in the small scalatigies and latitudes form the Cartesian coordisgstem
and requires defining two parameters. An orientatid the local coordinate system is the first oheis
characterized by the angttbetween the vertical axis of the local coordirgtstem and the North. Finding this
parameter with enough accuracy usually do not @ose problems as the axes are typically placed along

significant, linear features in the scene (e.gdsda@o it may be measured directly (e.g. with agass).
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The second parameter is formed by one fixed, rielieddation between local and GPS coordinatesonitains
one reference point in the local systega,(y:«), for which the longitude and the latituders, lat,¢) is known.
Unless there is an access to the very precisepgragphic data, this relation is prone to inaccurbegause
typical GPS receivers do not provide required @ieoi However, this inaccuracy does not have a majpact
on the results of PTZ camera tracking and may tately eliminated by manual tuning based on theking
result observation.

Conversion of any pointx(y) in the local, real-world coordinates to GPS camates consists of four steps.
First the point is translated in order to movedhigin of the coordinate system to the referendatg®&, Yre)- It

is accomplished with the following equation:

Yi Y] | Ve
Next, the pointX, y;) is rotated around the new origin to orientateubgical axis of the local system along
the North-South direction and the horizontal axaleng the East-West direction:

x| _[codd) -sin(8)] [x, @
Y] Lsin(6) codg) | Ty,
The third operation involves scaling coordinatehefpoint k;, y;) according to the equation:
0
HiE
ys 0 i yr

where D\, and Di;; denote surface distance (in meters) per 1° chamdengitude and latitude for a given
latitude. Calculation of these parameters is dbedrin section 3.3.1.

The last step allows obtaining GPS coordindias (at) of the point(x, y) in the local system by the means of

[Ion}:{lonrﬂ{xﬂ @)
lat Iatref ys

The GPS coordinate$of, lat) of a moving object may now be used to fix any RlBfnera (providing the

the following translation:

object is in its area of coverage) on the objebis Pprocess is facilitated by providing currentegp@nd bearing
of the object.
The speed of the objects easily calculated based on the difference @fctirrent object positiorx(y) in the

local coordinate system and the position in theiptes video frameXs, y.1):
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v= \/(X - X—1)2 + (y - y—1)2 [fps ®)

wherefpsis the number of video frames processed in a second

Bearing of the objedir is obtained with the following formula:

br = ¢ -(90-atan2(y -y, x - x,)) (6)

If an object is not moving (its speed: 0), bearingdr is unknown.

3.3. PTZ camera steering

Efficient object tracking with PTZ cameras requite® steps to be performed. First of all, an algponi for

conversion of object's GPS position to appropriatdtings of a PTZ camera needs to be implemented.

Furthermore, each camera must be calibrated inr dodlee able to lock on a moving object with higiloegh

accuracy.

3.3.1 Conversion of object’'s GPS data to PTZ camse#ings

This section describes the algorithm used to fiXT& camera on a nearby object based on its knows @a
[5]. The aim of the algorithm is to calculate pti,and zoom parameters for a dome camera to gtegahat an
object of known longitude and latitude will be pFesin video frames. Because of a very low accuraicy
altitude data from a GPS receiver, it is assumet! @i objects move on the same altitude equah¢oground
level. Another assumption is that in a small aneauiiad a PTZ camera, longitude and latitude formaateSian
coordinate system.

The algorithm has four settings regarding the cam&s longituddonc, latitudelatc (both in degrees), height
above the ground levék and pan offsepys, which is defined as a clockwise distance (in degy between the
north and the camera zero pan position. Thesengsttire defined during calibration procedure dbedriin
section 3.3.2.

Input data for the algorithm include 4 parametsgitudelon and latituddat of the object (in degrees), its
speedv and bearindor (in degrees). They are calculated by the meanddafovprocessing of object images
captured by a fixed camera.

In the first stage of the algorithm, local, Caré@sBD coordinate system is defined with the caneriés
center.Y-axis of this system is headed north arakis is headed east. Camera position is therefemetdd as
(0, 0,hc) and object position is described asy 0). Object’slat and lon coordinates are translated xpy

coordinates as follows:
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x=(lon-lon.)(D,,(lat.) . y=(at-lat.)(D,(lat.) @)

where D\, and Dy denote surface distance (in meters) per 1° chamdengitude and latitude for a given
latitude. Because of a relatively small distancevieen the camera and the object, it is assumedthadndD,
parameters for latitudes of the camera and thecobje the same and are equal to the ones of theraaThey
are calculated according to the WGS84 ellipsoidluseall GPS devices [15D,, value changes from 110574
m at 0° latitude to 111694 m at 90° latitude andpproximated with the following polynomial:

D,, (lat)=-1.7070610° Oat® +7.0233210" [at® -1.0178310* [at*

(8)
+3.2098¢10° dat® + 0.26743:dat? + 0.57555¢dat + 11057+
Dion Value for a given latitude is obtained from thidwing equation:
4 2 4 o 2
D, (1at) _m odat) a cos(lat)2 +b s.|n(lat)2 9)
180 (acodat))’ + (bsin(lat))

wherea = 6378137 m antl = 6356752.3 m are Earth's equatorial and polar, ragpectively.
There is a significant delay in the system of tmagkvideo objects with PTZ cameras, caused by data
transmission, computing time and executing PTZ camuinby the camera. This delay must be compensated f
in order to assure that a fast-moving object isagtsypresent in a video frame center.
System delay compensation is performed by settiegPtTZ camera to the predicted position of the aibje
Prediction time should be equal to the total détathe system. In the current implementation, adinpredictor

is used that estimates object position based dnstantaneous speednd bearingpr:

>2:x+d[v[sin(br) , 9:y+d[v[cos(br) (10)

whered is the delay of the system and was set to 1 seloaseld on experimental results.

The pan parametgrfor the camera is calculated as follows:

p=90-atan2(§, %) - p,; (11)

and translated to the range required by the PTZ2cam

The tilt parameteris given with the equation:

he A N
_|-arctan———1| if x£00y#0 12
t= ’{/224_92 (12)

-90, otherwise

The last camera parameter, the zoom, depends arbjbet’s distance and speed. The closer the olgeot

the camera and the faster it moves, the smallidreizoom value. This approach assures that objeetndions
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in video remain more or less constant and the obgealways present in video frames although th@era

position is changed once per second.

3.3.2 PTZ camera calibration

In order to achieve satisfactory accuracy of mowitgect tracking, 4 camera parametdmd, latc, he, po)
must be defined with a very high precision. Initedperiments proved that simple measurement of @me
position with a GPS receiver does not provide dwired precision. Also, determining camera’s adii above
the ground level might be problematic. Theoreticalhe easiest parameter to obtain is the camaraofiaet,
however the precision required (especially wheokireg distant objects) makes any direct measuremeint
difficult.

Therefore, a one-time optimization approach wasehdo estimate camera parameters with bettersowaci
[5]. Initial approximations of four parameters aretained with direct measurements. All parameteestlaen
further tuned during two-stage, non-linear optirticza process, which minimizes iteratively the chsictions
describing the differences between pan and tilueslcalculated by the algorithm and the ones medsur
directly. Localizations ofN points scattered equally in camera vicinity wereasured with a GPS receiver for
this purpose. In the same time, pan and tilt valueee obtained from the camera pointing at each. Sgte
camera zoom does not influence pointing accur#g this parameter is omitted from the optimizapoocess.

The number of calibration points should not be sowll because reference data gathered with GP&eece
are often inaccurate and their precision is lowtiluexperiments, 13 calibration points were used.

In the first stage of the optimization process,aBameters responsible for object tracking in thezbatal

plane (onc, latc, por) are estimated. The cost function for this stagdeffined as follows:

El(lonC’IatC’ Pot ): ZN:Wi l:ﬁpiC -p )2 (13)

wherep® is a pan value calculated according to Eq. (f1)s a real pan value obtained from the camerahfer t
ith calibration point aney; is the weight of the calibration point. The weiglita point is directly proportional to
its distance from the camera. This assures thdattiger the point is from the camera, the greistés influence
on the results of optimization.

During the optimization procedure utilizing conjtg@radient method [1]pnc, latc andpy values are tuned
in order to minimize the value &; function. At the second stage of calibration pes¢eéhenhc value responsible
for object tracking in the vertical plane is turteased on calibration data and on 3 parameters fduridg the

first stage. The cost function for this stage isegias:

E,(h.)= Z W [ﬂtic - )2 (14)
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wheret® is a tilt value calculated according to the EQ)(andt is a real tilt value obtained from the camera for

theith calibration point. The optimization procedurteedhc value in order to minimize value &f function.

4. Automatic selection of tracked objects using event detection

The system described in this paper allows for iragkf a single moving object with the PTZ camérhe
question that arises here is: how is the trackgecblselected? A simplest possibility is the maraeéction of
the object by the system operator, e.g. by pointireg selected object with the cursor. However, riacpical
system, several sets of cameras may be used aathe time, so the unattended camera sets showltiddo
select the tracked objects automatically. In tleistien we describe the system that automaticalglyses the
events occurring in the fixed camera image ancctetbe object to be tracked.

The low-level image processing stages (describekirtion 3.1) lead to determining the position aizé of
each moving object in the consecutive fixed canfemmes. Additionally, the object classification nubel
assigns each object to the class (e.g. a vehiglerson, an object) and the subclass (e.g. a pgesear, a truck,
a motorcycle, etc.). The task of the event deteistéo analyse the current states of the movingaibjand to
detect predefined events by testing the respeditection rules. Examples of typical events inelath object
entering a defined area, an object crossing theéepaan object stopping or resuming its movemettt, [13]. If
the predefined event is detected in the currengérfaame, the PTZ camera may be automaticallycsétatk
the object that caused the event.

The structure of the event detector is organizetblémwvs. The current state of each tracked mowbgect
(its position, size, velocity, etc.) is stored ibaffer, together with a number of previous stataghe current
implementation, a total of 5 latest states (inatgdihe current one) is stored in the circular buffeach event
detection rule works by analysing all the statesest in the buffer and checking whether a defingé is
fulfilled. Using the history buffer in event detast improves its accuracy, because the ‘momentavgnts,
occurring in single frames only (e.g. due to inaacy of object tracking) are filtered out. A setsiinple event
rules, implemented in the current version of th&tesy, is presented below:

» An object entering (or leaving) an area. This event may be useful e.g. for the detectibmtousion. An
area is defined using a polygon. The detector chediether the ‘hot spot’ of any object (the middfe
the bottom border of the tracker’s bounding boxingide any of the defined areas during all théesta
stored in the buffer. The point is inside the aféais situated on the ‘inside’ of all the lindisat form the
area polygon. If the object is inside the areaiamais previously outside of it, an event is getegtaAn
object leaving an area is detected in a similar.walditionally, identifiers of the objects that areside
each area are stored in buffers in order to availfiphe detections of the same event.

* An object crossing a barrier. The barrier is defined as a straight line. Adufiilly, some directions of
movement through the barrier may be defined asvaliband some as forbidden. The detector checks

whether the line of object’'s movement, connectimg dldest position stored in the buffer of statéh w
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the current position, crosses the border and ifdirection of movement is forbidden. If this is tbase,
an event is detected.

e Anobject stopping or starting moving. The event rule checks whether the averaged gpadmllated as a
moving average of momentary object’s speed dutieddst 10 image frames) is below the threshold (fo
the stopping object) or above the threshold (ferdbject that started moving) for all states starethe
buffer.

» Abandoned or taken object. This rule detects objects that are left in thsevbed area or that were
removed from the background. It is intended to cleteg. unattended luggage or stolen objects. The
detector checks if there is a new tracker whichitippsand size did not change during all the states
stored in the buffer. Additionally, this object weeto have a ‘parent’ — another object that cauitsed
appearance. If these conditions are fulfilled, dietector checks whether the tracker representstanla
(abandoned) object or a part of the background irénga after the object was taken. This is done by
performing edge detection on the relevant parhefitmage. If the contour of the tracked object'skna
contains the edges, it is an abandoned objectwitteeit is a space left by a taken object.

» Object entering and leaving the observed area — a simple detector that finds objects that apgmban the
scene or disappeared from it, this rule may be @oecbwith the others.

These rules may be combined in order to form momaptex, higher level rules. For example, a rule may
detect objects of class ‘passenger car’ that stbppside a defined area. The system for event tieteds
flexible and new event rules may be easily added.

One main problem that needs explanation here i$ hdy@pens if a new event is detected and the PTiéa
already tracks another object (or what happensoifenthan one event is detected in the current fyamerder
to avoid conflicts and constant switching of theZRdamera between different objects, a weight isgass to
each event detection rule, indicating its priorifor complex rules, the weights of their componesrts
summed. If the PTZ camera is already tracking gaadtand the new event is detected, the cameralsgtto
the newly detected event only if its the rule haghér priority than the previously used one. Al ttietected
events are stored in a list, sorted by their piypi@nd the rule at the top of the list determindsch object is
tracked. If the tracked object disappears fromcdmmera’s field of view, its rule is removed frone tiist and the
rule that becomes the new ‘top one’ indicates thigai that the PTZ camera should switch to. Thisps
procedure allows the system to automatically sefexpart of the fixed camera’s field of view inialnthe most

important event occurred and use the PTZ camepeotdde a detailed view of this event.

5. Presentation of tracked object on map

Having selected the tracked object and knowingstimated GPS position allows for presenting ianap

updated in quasi real-time. This functionality &led a "live map" and is an important featuretef tlescribed
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system. In a practical, complex, surveillance sotuit constitutes a base for visual user interfadiwing for
direct interaction with tracked objects and clewlication on their relative positions.

For the purpose of visualisation and practical eatbn of aforementioned object tracking algorithras
example "live map" has been developed as a Flggittolvhich may be embedded either as a part of pegle,
or directly within host application, possibly adgimore advanced features to the map. Both modesapf
operation have their specific uses. Embedding iwed page is more suitable method for presentation o
information which is regarded "public”, while th&eraction with host application enables the imm@atation of
more advanced security and management mechanisthsallows the reuse of common communications
modules providing tight integration with the redt system. This mode has been specifically desidgioed
creating a surveillance central station applicatistmich aims at coupling geolocation data to mugiitia
streaming, thus making it more expressive and esieomprehend.

The choice of Flash technology for development fspntation layer seems to be justified by its iehe
design towards processing of vector graphics tigaifscantly reduces amount of work needed to digaigital
maps and manage layers thereof. However, this nlegfgcts communication abilities of the applicati&lash
objects are subject to security policies affectihgir ability to maintain network connections wisinbitrary
services, therefore they require careful configaratin order to make it possible for the Flash leapion to
receive notifications on update of presented datas necessary to implement system module tramglatvent
description data to so callexinlSocket protocol and featuring Flash-specific mechanism dwmovisioning of
security policy data.

Figure 4 shows sample view of the "live map" présgnlocations of tracked objects gathered fromtipid
node stations. The objects are denoted by encicdedymbol (three of them near the center, onéaitom-
right).

6. Experiments

For the purpose of the experiments, a test betleobtrveillance system was build. It consists efdantral
server, a system operator desk and one node st@tienstation is equipped with a megapixel, widglenfixed
camera and with a PTZ camera. The system operagsrive streams from the both video cameras. Alling
objects detected in the fixed camera video stregarmaarked with rectangles. The system operatoblis @
select any moving object with a computer mousethad®TZ camera is automatically and instantly aimieithe
object and tracks it as long, as the object stayke fixed camera field of view.

The main purpose of the experiments was to estimeteiracy of tracking, i.e. whether the object bein
tracked is positioned near the center of video &miitom the PTZ camera. Sample results of expetsrame
shown in Fig. 5.

There is a noticeable time-delay in images from fiked camera comparing with the PTZ camera. It is

caused by the buffering mechanism in the video gssing algorithms. However, the PTZ camera is otlatt
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by the object position acquired from the latest gmdrame, therefore the buffering has no impacttten

accuracy of PTZ camera tracking.

The results of experiments show that an objectdoeimcked is always present in the PTZ camera fseame

However the accuracy of tracking is not perfed. (the camera is seldom pointed exactly at thecthj&his
inaccuracy is caused by the imperfect calibratiatadnd limits the maximum value of the zoom patamén
impact of each calibration procedure on the resfl@bject tracking needs to be further studiedsyite of the
inaccuracy, PTZ object tracking is fully functiorsald meets the expectations.

Object position predicting turned out to be thec@lelement of the system, especially when higleerm
levels are used. If this functionality is turned, afacking of moving vehicle is not possible, besa when the

PTZ camera is being set to a new position, a veliscjust leaving its new field of view.

7. Conclusions

The system for moving objects tracking was preskertenables automatic steering of PTZ camerasrdaking
of objects that are simultaneously observed bgastione fixed camera. It can be easily extendéu igher
number of cameras, and integrated with other imamgsent analysis algorithms. Currently a face datec
algorithm is being incorporated, for automaticallytaining tracked person en-face close-up imageldtabase

storage.
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Tab. 1. Possible relations between trackers andneglenoting moving objects and actions takeraghease

Type of relation Action

Region without a tracker New tracker created based on the region prop

Tracker without a region Only prediction phaseiearout; if the tracker fails to relate to a
region within several subsequent frames, it istddle

One tracker — one region Tracker is updated wighpirameters of the region

One tracker — many regions Tracker is updated thighparameters of the rectangle covering
all regions

Many trackers — one region Each tracker is updattdthe parameters of the same region.

Many trackers — many regions lterative analysigegfon-tracker clusters and updating a tracker
with the most suitable region based on visual siriti.

16
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Fig. 1. Frames illustrating continuous trackingntdny persons passing by each other. Frames nuajb2@55, b) 1071, ¢)
1091, d) 1013, taken from benchmark video footatld $C3 recording from PET 2006 set [12]

Fig. 2. Example of calibration of the fixed campeaformed during the experiments, using landmamearked as dots on the
image) as calibration points

Fig. 3. An illustration of the problem of determigi the position of the calibration point in the l@antrast camera image:
1:1 crop of the camera image (left) and its padriad by the rectangle) in a 3:1 zoom view (rigfitiling the point where
the post touches the ground is problematic

Fig. 4. Application displaying tracked objects oaity map

Fig. 5. Two sample results of PTZ camera trackingcblumns); top row: segments of video frames frarfixed camera
with moving objects detected (colour rectangles) an object selected by an operator (white cird@ffom row: video
frames from a PTZ camera automatically aimed abtject selected by the operator
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