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Abstract: Over the past decade, optical spectroscopy has been employed in combination with multivariate 
chemometric models to investigate a wide variety of diseases and pathological conditions, primarily due to 
its excellent chemical specificity and lack of sample preparation requirements. Despite promising results 
in several proof-of-concept studies, its translation to the clinical setting has often been hindered by 
inadequate accuracy of the conventional spectroscopic models. To address this issue and the possibility of 
curved (non-linear) effects in the relationship between the concentrations of the analyte of interest and the 
mixture spectra (due to fluctuations in sample and environmental conditions), support vector machine-
based least squares non-linear regression (LS-SVR) has been recently proposed. In this paper, we 
investigate the robustness of this methodology to noise-induced instabilities and present an analytical 
formula for estimating modeling precision as a function of measurement noise and model parameters. This 
formalism can be readily used to evaluate uncertainty in information extracted from spectroscopic 
measurements, particularly important for rapid-acquisition biomedical applications. Subsequently, using 
field data (Raman spectra) acquired from glucose clamping study on an animal model subject, we perform 
the first systematic investigation of the relative effect of additive interference components (namely, noise 
in prediction spectra, calibration spectra and calibration concentrations) on the prediction error of non-
linear spectroscopic models. Our results show that LS-SVR method gives more accurate results and is 
substantially more robust to additive noise when compared with conventional regression methods such as 
partial least-squares regression (PLS), when careful selection of the LS-SVR model parameters are 
performed. We anticipate that these results will be useful for uncertainty estimation in similar biomedical 
applications where the precision of measurements and its response to noise in the dataset is as important, 
if not more so, than the generic accuracy level. 
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1. Introduction 

The wealth of information present in optical spectra acquired from biological tissues can be used to 
determine the concentration of important bio-markers and clinically relevant constituents for the purpose 
of real-time diagnosis. Even without the addition of exogenous imaging agents or dyes, one can probe the 
intrinsic information present in the form of absorbers, chromophores and scatterers (elastic and inelastic) 
to understand the properties of the tissue sample. Indeed, over the past decade, researchers in biomedical 
spectroscopy have tried to employ this basic underlying principle to diagnose diseases including cancer, 
atherosclerosis, malaria and diabetes (Bodanese et al., 2010; Haka et al., 2005; Lin et al., 2012; Peres et 
al., 2011; Kang et al., 2011; Dingari et al., 2012). A promising example of such application is 
spectroscopy-based non-invasive blood glucose monitoring, which has the potential of making substantive 
social and economic impact by alleviating the pain and inconvenience associated with conventional 
finger-stick measurements. Notably, blood glucose detection is critical to the management and 
therapeutics of nearly 366 million diabetics around the globe (as per the 2011 estimates of the 
International Diabetes Federation) - 26 million in the US alone [CDC, 2011]. Consequently, blood glucose 
sensors form nearly 85% of the world market for all biosensors, which amounts to more than $6 billion in 
annual sales (Vashist, 2012). To this end, several non-invasive detection methodologies have been 
proposed and implemented with varying degrees of success (Khalil et al., 2004; Roe et al., 1998). In 
particular, considerable contemporary attention has been focused on using infrared (NIR) Raman 
spectroscopy, which combines the substantial penetration depth of NIR light in biological tissue with the 
excellent chemical specificity of Raman spectroscopy (Chaiken et al., 2010). 

 Despite promising results in whole blood samples and physical tissue models, clinical translation of 
this promising technology (as well as that of other similar approaches e.g. NIR absorption spectroscopy) 
has been largely impeded by the variations in the blood-tissue matrix (including skin-layer thickness, 
hydration state and blood perfusion) (Barman et al., 2009; Dingari et al., 2011a). In order to overcome 
such fluctuations in sample and surrounding conditions, which may introduce non-linear effects in the 
spectra-concentration relationship, several investigators, including our own laboratory, have recently 
employed support vector machine regression (SVR), a relatively new class of multivariate methods that 
can handle ill-posed problems and lead to unique global models (Barman et al., 2010b; Barman et al., 
2011b). While several studies have addressed the issue of improvement in prediction (or classification) 
accuracy arising from use of SVR in relation to conventional linear methods (e.g. principal component 
regression (PCR) and partial least squares (PLS)), the prediction uncertainty (or its response to noise in 
calibration data or/and prediction spectra) has not been systematically investigated.  

 Such an investigation is imperative for successful clinical implementation as the confidence in the 
measurement of a specific diagnostic parameter can alter the course of disease management, with 
ramifications to the health of the patient. In fact, the response (i.e. sensitivity) of the prediction algorithm 
to noise sources in the dataset could critically affect the diagnostic value of the data. In this article, we 
provide a significant extension to previous reports of SVR application for spectroscopic datasets by 
assessing the prediction response of such an algorithm to three sources of error: noise in the calibration 
spectra, noise in the prediction spectra and noise in the (reference) calibration concentration measurement. 
Using transcutaneous Raman spectra acquired from an animal model in conjunction with blood glucose 
concentrations, we first demonstrate that application of least-squares SVR (LS-SVR) enables a significant 
improvement in prediction accuracy over PLS. Importantly, by addition of white noise component 
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simulating potential noise incorporation under real experimental conditions, we observe that the LS-SVR 
method exhibits lower sensitivity of the analyte prediction error to noise of the aforementioned input 
quantities when compared with PLS, which makes the non-linear LS-SVR method particularly attractive.  

 In addition, we derive analytical expressions for the limiting uncertainty for LS-SVR models that are 
introduced in the concentration predictions due to presence of noise in the prediction spectra. Here, 
limiting uncertainty is defined as the uncertainty in concentration determination in the special case the 
calibration model is assumed to be completely accurate and noise free and the sole source of noise 
emanates from measurement noise in the prediction sample. This represents a particularly important case 
as the constraints on measuring tissue constituents under clinical conditions can cause noise in the 
prediction spectra to be substantially larger than the calibration noise. Our formalism provides a direct 
method to compare the LS-SVR limiting uncertainty with that of linear regression models estimated by 
previous investigators (originally by Lorber and Kowalski (Lorber and Kowalski 1988) and later by Feld 
and co-workers (Berger and Feld, 1997; Scepanovic et al., 2007)). We believe that this formalism can be 
readily used to evaluate uncertainty in information extracted from spectroscopic measurements, 
particularly for rapid-acquisition biomedical applications. 

 Taken together, we anticipate that our demonstration of LS-SVR robustness alongside its well-
established accuracy and ability to construct a unique global model will firmly establish a foundation for 
its usage in applications where insensitivity to noise elements is critical. In particular, the incorporation of 
an accurate and noise-insensitive modeling technique is likely to provide significant impetus to the 
construction of a truly non-invasive glucose monitoring device. Similarly, the impact of noise due to 
interference from matrix elements in several other biosensing applications (Song et al., 2005) may be 
substantively reduced by employing LS-SVR as long as the model parameters are carefully optimized for 
the specific dataset (especially to avoid selection of singular points). Notably, although this work employs 
Raman spectroscopy as a specific example to demonstrate the robustness of LS-SVR, it should be stated 
that the approach used in our work is broad and general enough to be applicable to similar spectral 
datasets (such as NIR absorption) acquired in clinical diagnostics as well as in process monitoring 
applications in pharmaceutical and food industries.  

2. Materials and methods  

2.1. Experimental studies on animal model 

For our study of robustness of algorithm performance in response to incorporation of noise in specific 
input elements, a representative dataset acquired from an animal model (beagle dog) during a glucose 
clamping study was used. The detailed experimental protocol and the Raman system used for these 
experiments were originally detailed in one of our laboratory’s previous publications (Dingari et al., 
2011a). For orientation, a brief description of the experimental study is provided in the Supplementary 
Information (Sec.-S1) (the interested reader is directed to the relevant references in the literature for a 
more comprehensive understanding (Shih et al., 2007; Enejder et al., 2002; Enejder et al., 2005).  

2.2. Data analysis 

In the aforementioned glucose clamping study, the total measured blood glucose concentrations and 
spectra were averaged in blocks of 5 resulting in a net of 666 distinct data points. In this paper, PLS and 
LS-SVR (Cristianini et al., 2000; Suykens et al., 2002) are used to study the performance of linear and 
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non-linear methods and their respective response to noise in the input datasets, as detailed in Sec.-2.3. 
Notably, we have employed LS-SVR as this algorithm provides a powerful tool for small sampling and 
high dimensional problems and also has greater generalization power with the ability to avoid over fitting 
(Lewis et al., 2006). Further details of the data analysis are given in the Supplementary Information (Sec.-
S2).  

2.3 Numerical simulations 

As mentioned previously, the animal model study was undertaken in pursuance of systematic 
characterization of indigenous noise in non-invasive glucose measurements arising from reference glucose 
concentrations, Raman spectra used for regression model and Raman spectra used for prediction. To 
simulate this situation, white noise components of different intensities were separately added to the three 
independent measurements (calibration spectra, calibration (reference) glucose concentrations and 
prediction spectra). The simulations address the issue of how the additive corrupting white noise reduces 
accuracy of blood glucose predictions.  

 Intensity of the corrupting noise was selected by approximating the acquired tissue spectrum by 
polynomial curve fitting and establishing standard deviation σo of the difference between the spectra and 
its polynomial approximation averaged over a set of all recorded 666 spectra. A representative case, with 
the original spectrum and the noise-added spectrum of white noise component having variance equal to 
0.1σo

2 (spatially offset for sake of clarity), is shown in Fig. 1(a). In a case of glucose concentration, the 
additive noise component was selected as 5%, 10% or 15% of the averaged glucose level measured by the 
reference method (ca. 137 mg/dL). 

Figure 1(a) appears here 
 All computations were repeated 500 times by adding random sequences of additive noise having 
assumed intensity and zero mean value. The number of simulations and the number of spectra points were 
high enough to guarantee that the estimated root-mean-square error of cross-validation (RMSECV) did not 
change more than a percent when the same simulations were repeated. 
 
3. Formulation of limiting uncertainty for non-linear LS-SVR models 

For the determination of prediction uncertainty in the non-linear LS-SVR models, we use a framework 
similar to that used to describe the error propagation for conventional linear multivariate prediction 
algorithms (such as PCR and PLS) (Lorber et al., 1998; Faber, 2000). Specifically, we focus on the 
important case of limiting uncertainty where noise in the prediction dataset (spectra) is the dominant 
source of error (Berger and Feld, 1997; Scepanovic et al., 2007). This is especially relevant in biomedical 
and clinical applications where the noise in the prediction spectra is substantially higher than that in the 
calibration set and the errors in the reference concentrations, due to the inherent acquisition time 
constraints in prospective (field) samples. While the limiting uncertainty has been extensively addressed 
for linear chemometric methods, it has received scant attention for non-linear methods. Here, for the first 
time, we establish an analytical formula for the precision (or reproducibility) of the LS-SVR method in 
response to noise in the prediction spectra and outline the presence of instability (or lack thereof) in the 
output LS-SVR predictions.   
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 For the linear models, uncertainty of glucose concentration can be determined by using the standard 
additive noise model [Faber and Kowalski, 1997; Scepanovic et al., 2007]: 

wPcs += .       (1) 

The vector s is the measured spectrum vector of size equal to number M of the recorded spectra 
wavelengths, the matrix P contains the model constituent vectors (M × N), the vector c contains the 
coefficients of the model constituent (N × 1) of N components and the vector w represents noise 
component of the recorded spectra. Based on Eq. (1), the model’s limiting uncertainty in analyte 
extraction (Δc) can be expressed as (Lorber and Kowalski, 1988; Berger and Feld, 1997): 

 22 Bc n ⋅=∆ σ  (2) 

where the elements of the vector σn are the standard deviations, at each wavelength, of the Raman 
intensity measurements and correspond to the RMS spectral noise amplitudes in the spectroscopic signals; 
B is the so-called regression spectrum and the contravariant vector to the spectrum of the predicted analyte 
(glucose). Calibration methods arrive at the approximation to the true regression spectrum via different 
methods and accordingly the above formalism can be specialized for a particular linear regression scheme 
such as PLS and ordinary least squares (OLS). Regardless of the determination method of regression 
spectrum, Eq. (2) clearly shows the linear dependence between the spectroscopic noise (in the prediction 
sample) and the uncertainty in the predicted concentration. 

 Here, we consider how the noise inherent in the measurement of the Raman spectrum (∆s) relates to 
the uncertainty of glucose concentration prediction (∆c) when LS-SVR method is used to connect the 
concentration and spectra blocks. Similar to the above case, the developed calibration model itself is 
assumed to be accurate, i.e. devoid of noise and physiological lag-related errors [Barman et al., 2010a]. 
Also, in the following we assume that the Gaussian RBF (Eq. (S.2)) is used for the regression modeling, 
due to its extensive usage for such applications. From Eq. (S.1) and (S.2) in the Supplementary 
Information (Sec.-S2), we obtain:  

( ) bsssαcc i
M

i
i +









 −−
−∑=+

=
2

2

1
exp

σ
∆

∆    (3) 

We can re-arrange the above equation to arrive at a simplified form. Alternately, using a partial derivative 
to relate the two terms of interest (∆c and ∆s) (and neglecting higher order terms) from Eq. (S.1), we can 
derive the following relation: 
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Also, the Lagrange multipliers αi depends on the regularization parameter γ and can be written as (Thissen 
et al., 2004): 

1

2
1

−
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T
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Combining Eq. (4) and (5), we obtain the relation for the uncertainty in concentration prediction: 
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 Eq. (6) predicts a complex and nonlinear dependence of ∆c on the kernel parameter σ2 but a more 
easily interpretable relation with the regularization parameter, γ. In general, a large value of γ indicates 
that a relatively large emphasis is assigned to obtaining low prediction errors while retaining possibly high 
weight coefficients (thereby running the risk of overfitting). In this context, Eq. (6) once again highlights 
the necessity for lower value of γ. On the other hand, the effect of selection of σ2 on ∆c is more difficult to 
predict in a general sense (i.e. without the context of a particular spectroscopic dataset) due to the two 
competing terms: the exponential term of the RBF kernel (which is computed separately for each of the 
calibration spectra and summed over those points) and the 1/σ2 term. The former term exhibits lower 
values at smaller values of σ and rises with increasing σ to a maximum value of 1. In direct contrast, 1/σ2 

term has maximum value at σ = 0 and decreases to 0 as σ  ∞. Thus, the presence and position of local 
maxima depends on the specific dataset.  

 The above formulation provides a general insight into the prediction uncertainty obtained using a 
support-vector machine based non-linear regression approach. Expectedly, one clear point of contrast with 
Eq. (2) is the presence of non-linear terms that are a function of the calibration and prediction data. It is 
also instructive to note that while the selection of the model parameters is not based on the above 
equation, it signifies the necessity for having a high degree of model generalizability (low value of γ). 
Using this formulation, we can determine the uncertainty (which is intrinsically linked to limit of 
detection) using a single spectrum rather than having to evaluate the uncertainty by repeating the 
measurement many times and analyzing the standard deviation of parameters extracted from each of these 
multiple measurements. We anticipate that this method can be directly used to guide improvements in data 
modeling, as well as in further selection and optimization of the spectroscopic hardware. 

4. Results and Discussion 

4.1 Calibration model performance in response to noise addition to prediction spectra 

The Raman spectra collected during the experiment had high SNR values due to relatively long 
acquisition time (Fig. 1(a)), to ensure accurate calibration model preparation for both types of regression 
methods: linear PLS and non-linear RBF-kernel based LS-SVR. Figure 1(b) shows representative profiles 
of the reference glucose concentrations and the PLS leave-one-out cross-validation-based predictions 
using 7 loading vectors when no noise is added to any of the spectra. It is worth mentioning that since the 
spectra are acquired in an animal model over a finite time frame, they have an intrinsic noise component 
stemming largely from the shot noise in the measurements – which in turn gives rise to the error in 
prediction even when no additional noise is incorporated. Thus, we observe that the root mean squared 
error of cross-validation (RMSEV) is observed to be 27.9 mg/dL.   

Figure 1(b) appears here 
 To simulate the real world situation where substantially larger noise levels may be present in the 
acquired spectra due to limited acquisition times as well as other measurement errors in spectral and 
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reference concentration determination, corrupting noise component was added to investigate how such 
interferences influence the overall performance of glucose prediction models. For the first case, the noise 
was added to only the prediction sample (analogous to the situation mentioned in Sec.-3). Based on leave-
one-out cross-validation protocol where the sample left out of the calibration model was mixed with white 
noise, we were able to determine the prediction errors for PLS and LS-SVR for different levels of additive 
noise (Fig. 2). First, it is evident that LS-SVR models give significantly better accuracy as indicated by the 
nearly 2 times lower RMSEV of glucose predictions for LS-SVR in relation to PLS. Here, we consider 
additive noise levels over two orders of magnitude from the practical case of glucose Raman signal being 
higher than the noise floor to the case where the noise floor significantly exceeds the glucose Raman 
signal (thereby rendering impossible any efforts towards realistic prediction). Specifically, for both PLS 
(Fig. 2(a)) and LS-SVR (Fig. 2(b)), we observe that at the intermediate-higher end of additive noise levels, 
the models exhibit little or no predictive capability as the RMSEV appears to reach or even cross 100 
mg/dL. Importantly, however, in the more interesting region of the additive noise (lower-intermediate 
range) the PLS method shows greater sensitivity to additive noise in prediction spectra when compared 
with LS-SVMR as the RMSEV begins to increase at a much lower noise level (i.e. has a smaller value of 
the crossing point σn/σ0 where the RMSEV spikes up rapidly above the no-noise case). This underlines the 
more robust nature of LS-SVR models to the added noise component in the prediction spectra. 

Figure 2 appears here 
 Further, we observe that PLS shows approximately linear dependence versus intensity of noise 
corrupting spectra (Fig. 2a) as suggested by Eq. (2). A similar form is shown in Fig. 2(b) as well (and 
would be expected based on Eq. (6)). The deviations from the linear dependence in both cases can be 
attributed to the fact that the calibration models are evidently not noise-free and accurate which violates 
the assumptions used to build the theoretical framework of Eq. (2) and (6). Additionally, there appears to 
be a non-linear component at higher additive noise levels for LS-SVR models in Fig. 2(b) which we 
suspect appears from the importance of the higher-order terms that were neglected in developing the 
linearized version of Eq. (6). Interestingly, the observed dependence of the RMSEV on the noise in the 
prediction spectra does not change in form when another set of the parameters γ and σ2 is selected, 
although a change in intensity is noted. This manifests itself in a difference in position of the crossing 
point where the RMSEV shows a substantive rise in relation to the no-noise case.  

4.2. Calibration model performance in response to noise addition to calibration and prediction 
spectra 

In contrast to the aforementioned case, in many spectroscopic (Raman or otherwise) applications, the 
dominant source of noise may be independent of the signal intensity (homoscedastic) and may comprise of 
detector noise, contributions from the background and laser intensity fluctuations. This is especially true 
when high signal levels can be achieved and exposure times can be increased without any significant 
downside as stated elsewhere in the literature (Bell et al., 1998; Barman et al., 2011a; O’Grady et al., 
2001). In this section, we investigate the case where both calibration and prediction spectra are affected by 
noise.  

Figure 3 appears here 
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 Figure 3 shows the plots of the RMSEV as a function of the noise in prediction spectra and the noise 
in the calibration spectra. Specifically, the Y-axis corresponds to the RMSEV values and the X-axis 
corresponds to the mean level of noise added to the prediction spectra. The three curves represent the 
obtained values for three distinct levels of noise added in the calibration spectra (black squares, red circles 
and green diamonds denote σn/σ0 = 5x10-4, 4x10-3 and 8x10-3, respectively). The overall results further 
validate the accuracy of LS-SVR models in relation to comparable PLS ones as well as highlight the 
robustness of the former to added noise in the spectral dataset. Expectedly, Fig. 3(b) shows that at lower 
levels of noise in prediction spectra, the noise in calibration spectra has a substantive (adverse) impact on 
determining the RMSEV value – but as prediction noise increases the two effects can be deemed 
comparable.  

 Surprisingly, though, in Fig. 3(a) we find the situation to be reverse, i.e. the higher noise levels in the 
calibration dataset appears to be consistent with a superior predictive performance. This is rather 
unexpected and we are not completely certain of its underlying mechanism. We attribute this surprising 
finding to the fact that when noise is increased at the calibration stage it causes the automated algorithm to 
limit the number of loading vectors. In our case the number of loading vectors was 6 for the presented data 
when more intense corrupting noise was added to the calibration spectra (green diamonds in Fig. 3(a)). In 
contrast, the number of loading vectors for the data without additional noise (Fig. 2(a)) or with moderate 
noise in calibration spectra (black squares and red circles in Fig. 3(a)) was observed to equal to 7. 
However, having a larger number of loading vectors actually may induce spurious correlations (with noise 
elements or in a temporal sense with system drift) thereby adversely affecting the algorithm performance 
when a smaller amount of noise is present in the calibration data. Nevertheless, we note that this may be 
an issue specific to our spectroscopic dataset rather than a generic phenomenon. Further investigations in 
this direction are currently ongoing in our laboratory across a wide variety of datasets measured across a 
number of spectroscopic units and will be reported at a later date.  

4.3  Calibration model performance in response to noise addition in reference glucose concentration 
and prediction spectra 

Finally, influence of accuracy of the reference glucose concentrations was also considered by adding 
white noise component to the reference glucose data measured by the Analox analyzer. As noted in the 
literature (Brereton, 2007), often the more significant source of error in inverse spectroscopic calibration 
(where the intention is to predict concentration from spectra and not vice versa) is the sample preparation 
such as extraction and concentration measurement, rather than spectroscopic instrument reproducibility. In 
other words, the measurement of a concentration (even when determining a calibration model) is likely to 
be less certain than measurement of spectral intensity as the pace of improvement of spectroscopic 
systems has not been matched by a concomitant improvement in sample extraction or in the quality of 
measurement cylinders, pipettes etc. Thus, it is imperative to consider noise in reference concentration 
measurements. For example, the nationally accepted standard error of glucometers is ±20%, which implies 
a calibration model based on finger-prick measurements (rather than clinical laboratory determination) are 
likely to face up to 20% variations in their reference values (Mann et al., 2007).  

 Based on variations in level of noise added to the concentration dataset, we created distinct calibration 
models and used a leave-one-out cross-validation protocol to estimate the dependency of RMSEV. 
Figure 4 plots the RMSEV values as a function of the additive noise in the prediction spectra as well as 
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the noise in the reference concentration for PLS (Fig. 4(a)) and LS-SVR (Fig. 4(b)) models. In particular, 
four sets of RMSEV values corresponding to 0%, 5%, 10% and 15% noise in concentration levels are 
shown. (The noise levels added in the concentration dataset are consistent with that typically observed in 
point-of-care glucose measurement devices.)  

Figure 4 appears here 
 As we could expect the corrupting noise decreases accuracy of glucose concentration prediction but 
the observed deterioration of accuracy is relatively low when the interference noise does not exceed a few 
percent (Fig. 4). Much more significant changes are evident when the additive noise intensity reaches 
10%. Interestingly, the relative change of RMSEV between the successive curves (corresponding to 
different levels of noise in the reference concentrations) is lower for PLS models (Fig. 4(a)) than for LS-
SVR (Fig. 4(b)) models at the lowest level of noise added to the prediction spectra. At higher levels of 
noise in prediction spectra, the differences due to noise levels in reference concentration are largely 
masked and the curves seem to coalesce both for PLS and LS-SVR models. Nevertheless, for all values of 
noise in reference concentration and prediction spectra, the LS-SVR retains substantially higher accuracy 
than the optimal PLS models.  

 In summary, we have proposed, for the first time, an analytical method for quantitative determination 
of prediction uncertainty in non-linear support vector regression models. This formulation presents a 
powerful methodology for transformation of known noise or error levels in input datasets to a precision 
value of the output property of interest. It has substantive implications for translation of a laboratory-based 
spectroscopic methodology to the clinic as diagnostic confidence in the measurement of an analyte can 
radically impact the potential avenues for disease management. Moreover, in addition to investigation the 
limiting uncertainty, we have performed numerical computations on a clinical dataset collected from an 
animal model to individually investigate the specific effects of noise/error. Based on our observations, it is 
evident that the LS-SVR technique not only provides a high degree of accuracy in concentration 
prediction especially for datasets where considerable non-linearity can be expected (here, due to the 
effects of turbidity (Barman et al., 2010b)) but also provides a reasonable amount of robustness to noise 
sources. Specifically, it is found that additive noise components in the spectral data have less of an adverse 
impact on the LS-SVR models than the PLS models.  

 Nevertheless, it is worth noting that the presented results of LS-SVR required the establishment of 
RBF parameters, which can be a time-consuming process. Careful selection of parameters is particularly 
necessary because in addition to obtaining a low prediction error one must search for a smooth sub area 
(i.e. the set of γ and σ2 should not be a singular point) otherwise the model is liable to be rigid. Optimal 
and fast selection of these parameters will be one of the focal points of our future work. In addition, for 
our future investigations, we plan to incorporate noise reduction schemes (such as Minimum Noise 
Fraction Transform (Reddy and Bhargava, 2010), where data are forward transformed, components that 
correspond mostly to signal are selected and used in inverse transformation) to improve the lower signal-
to-noise ratios in the spectroscopic data acquired from clinical samples. We anticipate that the ultimate 
result will be a customized calibration tool that is based on a hybrid of different chemometric methods. 
Finally, while we have demonstrated the potential accuracy and robustness of LS-SVR models with 
respect to glucose monitoring using Raman spectroscopy, the underlying concepts here can be easily 
extended to analogous spectroscopic calibration and classification problems frequently encountered in 
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clinical diagnostics (Sattlecker et al., 2010, Saha et al., 2011), bio-reactor monitoring (Lee et al., 2004) 
and quality control in the food and drug industry (Myakalwar et al., 2011).  

5. Concluding Remarks 

In this article, we have investigated the noise-induced perturbations in prediction performance of 
chemometric models typically used for tissue spectroscopy. Here, we have described a relatively 
straightforward and direct method of computing prediction (limiting) uncertainty of spectroscopic 
measurements for non-linear support vector regression models, which relates to the limit of detection 
(approximately 3x the limiting uncertainty). Our investigations also reveal the relative impact of specific 
noise sources (namely in the spectral and concentration datasets) on the linear and non-linear regression 
models. In particular, we have determined that the non-linear support vector regression models not only 
provide higher prediction accuracy (potentially due to the inherent non-linearity in the concentration-
spectra relationship) but also greater robustness against noise incorporate in the spectral data. 
Nevertheless, the parameters of the non-linear regression model must be selected carefully, especially the 
kernel parameter (σ2 for radial basis function kernel), which largely determines its resistance to the noise 
components. In the future, the robustness of the algorithm(s) can also be further enhanced by the 
extraction of the most informative regression features (Dingari et al., 2011b). One evident avenue for such 
enhancement is the employment of suitable feature (i.e. wavelength) selection methodologies, e.g. genetic 
algorithms and simulated annealing.  

 Importantly, we are currently investigating the possibility of employing noise (and noise-based 
fluctuations in concentration prediction or diagnostic classification) as a property of interest to 
characterize the system under investigation. Drawing inspiration from varied examples in nature and in the 
scientific literature (for example, the computation of Brownian fluctuations of an optically trapped particle 
to measure torque (Volpe and Petrov, 2006)), our studies will focus on elucidating latent correlation 
between analytes of interest (glucose for diabetes monitoring or protein concentration in cellular mapping) 
and the fluctuations in the spectroscopic signals.  
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Figure Captions 

Fig. 1.  Blood glucose measurements using Raman spectroscopy: (a) acquired spectrum and spectrum 
with additive white noise having variance 0.1σo

2 from a representative time point during the 
multi-level glucose clamping study, (b) reference and PLS predictions using seven loading 
vectors, when no additive noise component was included in the spectra and concentration datasets. 

Fig. 2.  Plot of root mean squared error of validation (RMSEV) (mg/dL) as a function of additive noise in 
prediction spectra: (a) PLS application (the crossing point is determined to be for RMSEV = 
29 mg/dL at σn/σ0 = 0.0085), (b) LS-SVR application with RBF kernel having parameters γ= 160, 
σ2 = 80 (the crossing point is determined to be for RMSEV = 17.5 mg/dL at σn/σ0 = 0.031). Here 
crossing point is defined as the intersection between the initial horizontal line (denoting the 
RMSEV at σn/σ0 = 0.001) and the best fit line for RMSEV at higher values of σn/σ0. 

Fig. 3.  Plot of root mean squared error of validation (RMSEV) (mg/dL) as a function of additive noise in 
calibration and prediction spectra for: (a) PLS application, (b) LS-SVR application with RBF 
kernel (γ = 160, σ2 = 80). The X-axis represents normalized standard deviation σn/σ0 of white 
noise added to prediction spectra. Three sets of data points with black squares, red circles and 
green diamonds are represented corresponding to noise in calibration spectra σn/σ0 = 5x10-4,  
4x10-3 and 8x10-3, respectively.  

Fig. 4. Plot of root mean squared error of validation (RMSEV) (mg/dL) as a function of noise in 
reference concentrations and additive noise in prediction spectra for: (a) PLS application, (b) LS-
SVR application with RBF kernel (γ = 160, σ2 = 80). The X-axis represents normalized standard 
deviation σn/σ0 of white noise added to prediction spectra. Four sets of data points with black 
squares, red circles, green diamonds and blue triangles are represented corresponding to noise in 
reference concentrations equal to 0%, 5%, 10% and 15%, respectively.  
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Figure 1 (b) 
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Figure 2 (a) 
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Figure 2 (b)  
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Figure 3 (b)  
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