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Abstract. In this paper we introduce a new compactness condition
— Property-(C)— for flows in (not necessary locally compact) metric
spaces. For such flows a Conley type theory can be developed. For
example (regular) index pairs always exist for Property-(C) flows and
a Conley index can be defined. An important class of flows satisfying
this compactness condition are LS-flows. We apply E-cohomology to
index pairs of LS-flows and obtain the E-cohomological Conley index.
We formulate a continuation principle for the E-cohomological Conley
index and show that all LS-flows can be continued to LS-gradient flows.
We show that the Morse homology of LS-gradient flows computes the
E-cohomological Conley index. We use Lyapunov functions to define
the Morse-Conley-Floer cohomology in this context, and show that it is
also isomorphic to the E-cohomological Conley index.

1. Introduction

Conley index theory is a powerful tool to study dynamical systems. In
the finite-dimensional setting there is a well-developed theory, cf. [Con78,
MM02]. In the last two decades a number of infinite-dimensional extensions
of the theory have been constructed, see for instance [Ben91, GIP99, Ryb12].
These were applied to obtain of existence and multiplicity results in varia-
tional problems for ODE’s and PDE’s, cf. [GIP99, Izy01, IR02, Mak15]. In
this paper we approach the infinite dimensional Conley index from a different
angle. The Conley index runs into two problems in the infinite-dimensional
setting.

The first problem is that the spaces are not locally compact, which makes
many basic constructions in Conley theory more difficult. Following ideas of
Benci [Ben91] we introduce a new compactness condition for flows on metric
spaces. Isolated invariant set of Property-(C) flows always admit an index
pair, cf. Lemma 2.2. We define the (classical) Conley index of an isolated
invariant set of a Property-(C) flow as the ordinary singular homology of any
index pair of the isolated invariant set.
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The second problem is that flows in infinite dimensions may be strongly
indefinite: isolated invariant sets have both an infinite number of unstable
directions as well as an infinite number of stable directions. This implies that
the classical Conley index of a strongly indefinite Property-(C) flow often
fails to contain any topological information about the flow. This is closely
related to the fact that the unit ball in an infinite-dimensional Hilbert space
retracts to its boundary.

In order to address the second problem we restrict to the class of LS-
flows, see Definition 2.5. Many naturally occurring flows are LS-flows, cf.
the survey [Izy06]. We proceed to probe the topology of index pairs of LS-
flows with E-cohomology instead of singular homology, as this cohomology
theory is better adapted the strongly indefinite nature of the flows. This
cohomology theory was introduced by Abbondandolo in [Abb97]. We review
E-cohomology in Appendix A. Based on this cohomology theory Starostka
constructed in [Sta15] an infinite-dimensional extension of the cohomological
Conley index, called the E-cohomological Conley index as the E-cohomology
of an index pair. He showed that the E-cohomological Conley index of an
isolated invariant set is well-defined, i.e. does not depend on the chosen index
pair.

The classical Conley index is useful because of two important properties:
non-triviality and continuation invariance. Continuation invariance allows
us to deform a dynamical system to one in which the Conley index can be
computed. The non-triviality of the Conley index of the deformed system
implies that there exists non-trivial invariant sets in both the deformed as
well as the undeformed dynamical system. This principle can be used to
detect and localize bounded orbits such as equilibria and periodic orbits.
In this paper we prove that the E-cohomological index satisfies both non-
triviality and continuation invariance, cf. Proposition 2.10 and Theorem 3.7,
which is fundamental for applications.

Another approach towards the Conley index is the intrinsic definition given
in [RV14b] in the finite-dimensional setting. The idea in this paper is to con-
sider Lyapunov functions for isolating neighborhoods and define the Morse-
Conley-Floer index as the local Morse homology of the Lyapunov functions.
The intrinsic definition coincides with the traditional topological definition
of the Conley index. The methods in [RV14b] do not carry over directly to
the infinite-dimensional setting for the same reasons as pointed out above.
However, for isolated invariant sets of gradient LS-flows a version of Morse
homology [AM01] is available. The local Morse homology of an isolated in-
variant set is defined by the equilibria in the isolated invariant set and certain
connecting orbits between the equilibria. In Section 5 we show that the local
Morse homology of a gradient LS-flow computes the E-cohomological Conley
index. In Section 6 we use the local Morse homology for LS-flows to give an
intrinsic approach to the Conley index for isolated invariant sets, which will
be referred to as the Morse-Conley-Floer homology. The latter is a variation
on the existence of a Lyapunov function and Morse-Conley-Floer homology
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is the defined as the local Morse homology of the obtained LS-gradient flow.
We show in Section 6 that the intrinsically defined Morse-Conley-Floer index
is isomorphic to the E-cohomological Conley index.

2. Preliminaries

2.1. Property-(C) flows. In this section we discuss a property of flows on
a Hilbert space that allows us to perform the basic constructions in Conley
index theory. Let H be a real separable Hilbert space and ϕ a flow on H.
If there is no confusion about which flow we use, we will also write x · t for
ϕ(t, x). For a subset U ⊂ H we define the invariant set of ϕ in U to be

Inv(U,ϕ) := {x ∈ U |ϕ(t,R) ⊂ U}.

A closed and bounded set U is an isolating neighborhood if

Inv(U,ϕ) ⊂ intU.

A set S is invariant if Inv(S, ϕ) = S and if for an invariant set S there
exists an isolating neighborhood U with S = Inv (U) then S is said to be an
isolated invariant set. Let us recall the notion of index pair.

Definition 2.1. Let S be an isolated invariant set. We say that a closed
and bounded pair (N,L) is an index pair for S if

• S = Inv
(
N \ L

)
⊂ intN \ L;

• L is positively invariant with respect to N ;
• L is an exit set, i.e. if for x ∈ N there exists t > 0 such that x · t 6∈ N
then there exists t′ ∈ [0, t] such that x · [0, t′] ⊂ N and x · t′ ∈ L.

An index pair of an isolating neighborhood U is an index pair (N,L)
contained in U for the isolated invariant set S = InvU . We can carry out
the basic constructions of Conley theory for flows satisfying the following
property:

(C) Each sequence {xn}n∈N ∈ H for which the set
⋃
n∈N xn · [−n, n] is

bounded has a convergent subsequence.
This property is closely related to the Palais-Smale property for gradient
flows, cf. Lemma 5.3 below. Note that isolated invariant sets are always
compact for flows satisfying Property-(C). Isolated invariant sets of Property-
(C) flows always admit index pairs: Following [Ben91], for any pair (U, V )
of subsets of H, we introduce

GTϕ(U) := {x ∈ H | x · [−T, T ] ⊂ U} =
⋂
|t|≤T

ϕ(t, U),

and
ΓTϕ(U, V ) :=

{
x ∈ GTϕ(U) | x · [0, T ] ∩ V 6= ∅

}
.

For ΓTϕ(U, ∂U) we will write ΓTϕ(U).
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Lemma 2.2. [Ben91, Thm. 1.4.] Let U be an isolating neighborhood for a
Property-(C) flow ϕ. For all T > 0 sufficiently large (GTϕ(U),ΓTϕ(U)) is an
index pair.

Remark 2.3. Recall that an index pair (N,L) is said to be regular if the
function τN : N → [0,∞] given by

τN (x) =

{
sup {t > 0 |x · [0, t] ⊂ N \ L} x ∈ N \ L
0 x ∈ L

,

is continuous. As was observed in [Sta15, Remark 3.6], [Cha06, Theorem
5.5.13] implies that regular index pairs always exist for Property-(C) flows.

(Regular) index pairs therefore always exist for isolated invariant sets of
Property-(C) flows. Moreover the homology of an index pair for U is in-
dependent of the chosen index pair, cf. [Ben91, Theorem 1.5], and is called
the classical Conley index of the isolated invariant set. For strongly indefi-
nite flows the Conley index often vanishes, which is why we will probe the
topology of the pair (N,L) with another suitable cohomology theory.

Remark 2.4. The definitions and proofs in this section also makes sense if
the Hilbert space H is replaced with any complete metric space.

2.2. E-cohomological Conley index. In this section we give a definition
and properties of the E-cohomological Conley index. For our purposes, the
most important feature of E-cohomology theory is that there is a large class
of flows such that the flow deformation is an E-morphism. For the rest of
the paper, we fix a bounded selfadjoint linear invertible operator L : H →
H for which there exists a sequence of finite-dimensional subspaces {En}
satisying

⋃
n∈NEn = H and L(En) = En. We will write Pn : H → H for

the orthogonal projection to En. The operator L gives a splitting of H in
E+ and E−, closed subspaces corresponding to the positive and negative
spectrum of L respectively. The splitting allows us to use E-cohomology
theory, a generalized cohomology theory with a restricted set of admissible
morphisms and changed dimension axiom. In Appendix A we give short
primer on this cohomology theory and we refer to the original paper [Abb97]
for more details.

Definition 2.5. Let F = L + K be a vector field on H. We say that F is
an LS-vector field if it is globally Lipschitz and K is completely continuous,
i.e. K maps bounded sets into precompact sets. A flow is an LS-flow is
generated by an LS-vector field.

Remark 2.6. We assume that an LS-vector field is globally Lipschitz for
convenience only, because LS-vector fields then generate a global flows. Since
we are only interested in the flow around isolated invariant sets, it would
suffice to work with locally Lipschitz vector fields and local flows. All results
can be translated to this setting with minor notational inconveniences.
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As in [Sta15], we combine E-cohomology theory with the Conley index to
get an E-cohomological Conley index. To be able to use the results about
the existence of index pairs, we prove:

Lemma 2.7. Every LS-flow satisfies Property-(C).

Proof. Let {xn}n∈N be a sequence and R > 0 such that the set X =⋃
n∈N xn · [−n, n] is bounded and contained in the ball BR(0). Let P± be the

projections to E±. If the sequence {xn}n∈N has a convergent subsequence
then both sequences x+

n := P+(xn) and x−n := P−(xn) have convergent
subsequences.

Suppose {x+
n }n∈N does not have a convergent subsequence. This implies

that there exists an N ∈ N and ε > 0 such that
∥∥x+

k + x+
l

∥∥ > ε for all
k, l > N with k 6= l. Since the spectrum of L is isolated from 0, it follows
that there exists T > 0 such that

3R

ε

∥∥P+x
∥∥ ≤ ∥∥eLTx∥∥ , for all x ∈ BR(0).

An LS-flow has the form x · t = etLx + B(x, t) for a map B that maps
bounded sets to precompact sets, cf. [GIP99]. Then, for all k, l > N with
k 6= l we have

3R <
3R

ε

∥∥x+
k − x

+
l

∥∥ ≤ ∥∥eTL(xk − xl)
∥∥

≤ ‖xk · T‖+ ‖xl · T‖+ ‖B(xk, T )−B(xl, T )‖ .
It follows that ‖B(xk, T )−B(xl, T )‖ > R, which contradicts the fact that
B maps bounded sets to precompact sets. The sequence {x+

n }n∈N contains
a convergent subsequence. By replacing T with −T in the argument above
we obtain the same bound assuming {x−n }n∈N does not contain a convergent
subsequence. It follows that {xn}n∈N always has a convergent subsequence.

�

Proposition 2.8. Let (N1, L1) and (N2, L2) be two index pairs for an iso-
lated invariant set S of an LS-flow. Then

H∗E(N1, L1) ∼= H∗E(N2, L2).

Proof. If the index pairs are regular, then [Sta15, Prop. 3.4] states that there
is an isomorphism of E-cohomological Conley indices. Now suppose that
(N,L) is an index pair that is not regular. Following Salamon [Sal85, Lem.
5.3, Rem. 5.4] we can find a sequence of regular index pairs {(N,Lm)} such
that Lm ⊂ Ln if n ≤ m and

⋂
m∈N L

m = L. By the continuity property of
E-cohomology, see Lemma A.6, we conclude that H∗E(N,L) ∼= H∗E(N,Lm).
Therefore all index pairs of a given isolated invariant set have isomorphic
E-cohomology groups. �

Definition 2.9. Let U be an isolating neighborhood for an LS-flow ϕ with
S = Inv(U,ϕ). The E-cohomological Conley index is defined as

chE(U,ϕ) := H∗E(N,L).
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6 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

for any index pair (N,L) of S contained in U . This does not depend on the
chosen isolating neighborhood U of S and we will define the Conley index
of an isolated invariant set to be chE(S, ϕ) := chE(U,ϕ) for any isolating
neighborhood. We omit ϕ from the notation if no confusion can arise.

A non-zero E-cohomological Conley index detects isolated invariant sets.

Proposition 2.10 (Non-triviality). Let U be an isolating neighborhood of
an LS-flow ϕ. If chE(U,ϕ) 6= 0 then S := Inv(U,ϕ) 6= ∅.

Proof. If S = ∅ then N = L = U is an index pair in U and HE(U,U) =
0. �

Definition 2.11. Two LS-flows ϕ0 and ϕ1 are said to be related by con-
tinuation in U if there exists a continuous family H : [0, 1] × H × R → H
with

H(0, x, t) = ϕ0(x, t) and H(1, x, t) = ϕ1(x, t) for all (x, t) ∈ H× R,
such that each H(s, ·, ·) is an LS flow with isolating neighborhood U .

In Section 3 we prove the continuation principle for the E-cohomological
Conley index of LS-flows.

Theorem 2.12 (Continuation principle). If two LS-flows ϕ0 and ϕ1 are
related by continuation in U then

chE(U,ϕ0) ∼= chE(U,ϕ1).

3. Proof of the Continuation Principle

Throughout the current section we will assume that the given flows are
LS-flows, hence can be written in the form form

ϕ(t, x) = etLx+ U(t, x).

To prove the continuation principle we will make use of maps induced by
LS-flows of the form

Ψ(x) := ϕ(τ(x), x) = eτ(x)Lx+ U(τ(x), x),

for a continuous function τ : X → R with compact image. Such maps induce
maps in E-cohomology, see Remark A.3.

Lemma 3.1. Suppose that (N1, L1) is a regular index pair for ϕ with the
exit time function τN1 and let (N2, L2) be another index pair such that N2 ⊂
N1 \ L1 and Inv

(
N1 \ L1

)
= Inv

(
N2 \ L2

)
. Assume that there is a T0 > 0

such that x · [0, T0] ∩ L1 6= ∅ for all x ∈ L2 (cf. Figure 1). Set Q :=
(L2 · R≥0 ∩N1) ∪ L1. Then:
(i) The inclusion (N2 ∪Q,L1) ↪→ (N2 ∪Q,Q) induces an isomorphism.
(ii) The inclusion i : (N2, L2) ↪→ (N2 ∪Q,Q) induces an isomorphism;
(iii) There is T ′ > 0 such that x · [0, T ′] ∩ (N2 ∪Q) 6= ∅ for all x ∈ N1;
(iv) The inclusion j : (N2 ∪Q,L1) ↪→ (N1, L1) induces an isomorphism.
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HOMOTOPY INVARIANCE 7

(v) The map g : (N2, L2)→ (N1, L1) defined by

g(x) =

{
x · T0 if x · [0, T0] ⊂ N1 \ L1

x · τ(x) otherwise ,

induces an isomorphism.

Proof. (i) Consider Φ: [0, 1]× (N2 ∪Q,Q)→ (N2 ∪Q,Q) defined by

Φ(λ, x) =

{
x · (λT0) if x · [0, λT0] ⊂ N1 \ L1

x · τ(x) otherwise ,

The map Φ fulfills all the assumptions of Lemma A.5. The only non-trivial
thing to check is that Φ(λ,Q) ⊂ Q. To see this, let y ∈ Q. If y ∈ L1,
then Φ(λ, y) = y. Suppose that y = x · t′, x ∈ L2 and t′ ≥ 0. Then
Φ(λ, y) = x · (t′ + λT0) ∈ Q or Φ(λ, y) = x · (t′ + τ(y)) ∈ Q.
(ii) Since (N2, L2) = (N2, N2∩Q) ↪→ (N2∪Q,Q) the strong excision axiom1

implies the assertion.
(iii) Suppose that on the contrary, that there is a sequence {xn}n∈N ⊂ N1

such that xn · [0, 2n] ∩ (N2 ∪ Q) = ∅ for all n ∈ N. Set yn := xn · n. Then
yn · [−n, n] ⊂ N1 \ L1 and by Property (C) the sequence {yn}n∈N converges
up to subsequence to some y0 ∈ Inv (U) ⊂ int (N2 \ L2). That is, for n
sufficiently large yn = xn · n ∈ N2. This is a contradiction.
(iv) Consider Φ′ : [0, 1]× (N1, L1)→ (N1, L1) defined by

Φ′(λ, x) =

{
x · (λT ′) if x · [0, λT ′] ⊂ N1 \ L1

x · τ(x) otherwise ,

where T ′ > 0 is given by Part (iii). Since N2 ∪ Q is positively invariant
with respect to ϕ we have Φ′(λ, x) ∈ N2 ∪ Q for all x ∈ N2 ∪ Q. By (iii)
Φ′(1, N1) ⊂ N2∪Q and obviously Φ′(0, x) = x. Thus, Φ satisfies assumptions
of Lemma A.4.
(v) The conclusion follows, since g is the composition of previously defined
maps g = j ◦ Φ(1, · ) ◦ i. �

Let Uρ = Nρ(U) = {x ∈ H | d(x, U) < ρ} denote the ρ-neighborhood of a
set U .

Lemma 3.2. Let ϕ : R×H→ H be a Property-(C) flow and U be an isolating
neighborhood for ϕ. Then there exist
(i) T0 > 0 and ε0 > 0 such that Nε0(GT0ϕ (U)) ⊂ int (U).
(ii) ρ > 0 such that Uρ is an isolating neighborhood and Inv (U) = Inv (Uρ).
(iii) T > T0 such that GTϕ(Uρ) ⊂ int (U).

Proof. (i) It is enough to take ε0 = 1
2(∂U, Inv (U)). See [Cha06, Lem. 5.5.19]

for details.

1Recall the strong excision axiom from [Abb97]. If X and Y are closed E-locally
compact subsets of H and i : (X,X ∩ Y ) ↪→ (X ∪ Y, Y ) is the inclusion map then H∗E(i)
is an isomorphism.
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N1

L1

N2

N2
L2

Figure 1. It is not true that for nested index pairs as in
Lemma 3.1 that there always exists a T0 such that x · [0, T0]∩
L1 6= ∅ for all x ∈ L2, see also Remark 3.6.

(ii) Suppose that on the contrary there exists a sequence of points {xn}n∈N ⊂
Inv

(
U 1
n

)
such that xn 6∈ Inv (U). Since ϕ satisfies Property (C), the se-

quence {xn}n∈N tends up to subsequence, to some x0 ∈ Inv (U) ⊂ int (U),
which is a contradiction.
(iii) Suppose that for all n ≥ 1 Gnϕ(Uρ) 6⊂ int (U). There is a sequence
xn ∈ Gnϕ(Uρ) \ int (U) which is subconvergent to x0 ∈ Inv (Uρ) = Inv (U).
Impossible. �

Assumption: From now on we assume that ϕ,ψ : R × H → H are given
LS-flows, U ⊂ H is an isolating neighborhood for ϕ and

(A1) the mapping x 7→ ϕ(t, x) is uniformly continuous on Uρ (uniformly
with respect to t for all |t| ≤ 4T ), that is for any ε > 0 there is δ > 0
such that for all x, y ∈ Uρ and |t| ≤ 4T the inequality ‖x− y‖ < δ
implies that

‖ϕ(t, x)− ϕ(t, y)‖ < ε.

Here the time T is given by Lemma 3.2.
(A2) ρ < min {ε0, 2δ(ε0)}, where ρ and ε0 are given by Lemma 3.2 and δ is

given by (A1).
(A3) for any t ∈ [−4T, 4T ] and any x ∈ Uρ

‖ϕ(t, x)− ψ(t, x)‖ < ρ

2
,

Lemma 3.3. Let U be an isolating neighborhood for ϕ. Under assumption
(A3) the set U is also an isolating neighborhood for ψ.
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HOMOTOPY INVARIANCE 9

Proof. This is a consequence of the inclusions

Inv (U,ψ) ⊂ Inv
(
U ρ

2
, ψ
)
⊂ GTψ(U ρ

2
) ⊂ GTϕ(Uρ) ⊂ int (U) ,

where the last inclusion follows from Lemma 3.2. �

Lemma 3.4. The following inclusions hold

G4T
ψ (U) ⊂ G3T

ϕ (U) ⊂ G2T
ψ (U) ⊂ GTϕ(U).

Proof. By Lemma 3.2 (ii)

(1) G2T
ϕ (Uρ) = GTϕ(GTϕ(Uρ)) ⊂ GTϕ(int (U)) ⊂ GTϕ(U).

We start from the inclusion on the right hand side. Using (A3) and (1) one
has

G2T
ψ (U) ⊂ G2T

ϕ (U ρ
2
) ⊂ G2T

ϕ (Uρ) ⊂ GTϕ(U).

The same argument can be implied to the inclusions

G3T
ϕ (U) ⊂ G3T

ψ (U ρ
2
) = G2T

ψ (GTψ(U ρ
2
)) ⊂ G2T

ψ (GTϕ(Uρ)) ⊂ G2T
ψ (U),

and

G4T
ψ (U) ⊂ G4T

ϕ (U ρ
2
) = G3T

ϕ (GTϕ(U ρ
2
)) ⊂ G3T

ϕ (GTϕ(Uρ)) ⊂ G3T
ϕ (U).

�

Let (N,L) be a regular index pair for ϕ. Then U := N \ L is an isolat-
ing neighborhood for this flow and (U,U ∩ L) is a regular index pair. It is
not true that (U,U ∩ L) is an index pair for ψ in general, nor it is a reg-
ular pair. However, since U is an isolating for ψ, Lemma 2.2 implies that
(G2T

ψ (U),Γ2T
ψ (U,U ∩ L)) is an index pair, but it might not be regular. In

the proof of Theorem 3.7 we would like to arrange things in such a way that
three of four index pairs are regular. For this reason we need the following
lemma which is due to Salamon, cf. [Sal85, Lem. 5.3, Rem. 5.4].

Lemma 3.5. There is a set Lβ such that (G2T
ψ (U), Lβ) is a regular index pair

for ψ. Moreover, for any β > 0, Lβ can be chosen close to Γ2T
ψ (U,U ∩L) in

the sense that for all z ∈ Lβ there is w ∈ Γ2T
ψ (U,U ∩L) such that ‖z − w‖ <

β.

Remark 3.6. If we set (N1, L1) = (GSϕ(U),ΓSϕ(U,U ∩ L)) and (N2, L2) =

(GTϕ(U),ΓTϕ(U,U ∩L)) for T > S, then the last assumption of Lemma 3.1 is
satisfied.

Theorem 3.7. Assume that ϕ,ψ are given LS-flows satisfying (A1), (A2)
and (A3). Then

chE(ϕ,U) = chE(ψ,U).
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10 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

Proof. Since the index is independent of the choice of index pair we are going
chose appropriate index pairs (N2, L2) and (Ñ1, L̃1) for ϕ and ψ respectively
such that H∗E(N2, L2) ∼= H∗E(Ñ1, L̃1). Define

(N1, L1) := (GTϕ(U),ΓTϕ(U,U ∩ L)),

(Ñ1, L̃1) := (G2T
ψ (U), Lβ),

(N2, L2) := (G3T
ϕ (U),Γ3T

ϕ (U,U ∩ L)),

(Ñ2, L̃2) := (G4T
ψ (U),Γ4T

ψ (U,U ∩ L)).

Observe that the first three pairs are regular. It follows from Lemma 3.4
that N2 ⊂ N1 \ L1 hence that the pairs (N1, L1) and (N2, L2) satisfy the
assumptions of Lemma 3.1. We claim that pairs (Ñ1, L̃1) and (Ñ2, L̃2) also
satisfy these hypotheses. Indeed, by [Cha06, Lemma 5.5.19] one can find
γ > 0 such that Nγ(Ñ2) ⊂ Ñ1, provided that T is sufficiently large. Now,
we just take β < γ. The remainder of the proof is devided into 5 steps.

Step 1. The map f1 : (Ñ1, L̃1)→ (N1, L1) given by

(2) f1(x) =

{
ϕ(3T, x) if ϕ([0, 3T ], x) ⊂ N1 \ L1

ϕ(τN1(x), x) else
,

is well defined. Indeed, all orbits of ϕ must leave N1 through the set L1 and
Ñ1 ⊂ N1. We just need to be sure that f1(Lβ) ⊂ L1. Let y ∈ Γ2T

ψ . Then
(t0, y) ∈ ∂U for some t0 ∈ [0, 3T ] and by (A2) and (A3)

d(ϕ(t0, y), ∂U) ≤ ‖ϕ(t0, y)− ψ(t0, y)‖+ d(ψ(t0, y), ∂U) <
ρ

2
<
ε0
2
.

Let x ∈ Lβ . Taking β in Lemma 3.5 so small that β < δ( ε02 ), where δ is
given by (A1), one has a point y ∈ Γ2T

ψ such that ‖x− y‖ < δ( ε02 ) and by
the uniform continuity of ϕ(t0, · )

d(ϕ(t0, x), ∂U) ≤ ‖ϕ(t0, x)− ϕ(t0, y)‖+ d(ϕ(t0, y), ∂U) < ε0.

That is ϕ([0, t0], x) ∩ L1 6= ∅ for x ∈ Lβ .
Step 2. The map ξ : (N2, L2)→ (Ñ1, L̃1) given by

(3) ξ(x) =

{
ψ(3T, x) if ϕ([0, 3T ], x) ⊂ Ñ1 \ L̃1

ψ(τÑ1
(x), x) else

,

is well defined.
We have to show that ξ(L2) ⊂ L̃1. The reasoning goes in the same manner

as above. Let x ∈ L2. Then there is t1 ∈ [0, 3T ] such that ϕ(t1, x) ∈ ∂U .
Using (A2) and (A3) one has

d(ψ(t1, x), ∂U) ≤ ‖ψ(t1, x)− ϕ(t1, x)‖+ d(ϕ(t1, x), ∂U) <
ε0
2
,

which means that ψ([0, t1], x) ∩ L̃1 6= ∅.
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HOMOTOPY INVARIANCE 11

Step 3. By Lemma 3.1 Part (v) the map g : (N2, L2)→ (N1, L1) given by

(4) g(x) =

{
ϕ(3T, x) if ϕ([0, 3T ], x) ⊂ N2 \ L2

ϕ(τN1(x), x) else
,

induces the isomorphism g∗ : H∗E(N1, L1)→ H∗E(N2, L2).
Step 4. Both triangles of the diagram

(5) (N1, L1) (N2, L2)
goo

ξ
��

(Ñ1, L̃1)

f1

ee

(Ñ2, L̃2)
g̃
oo

f2
ee

are homotopy commutative. Here g̃ and f2 are defined in the same manner
as in Step 1 and Step 3. We will show that g ∼ f1 ◦ ξ. The homotopy
g̃ ∼ ξ ◦ f2 can be shown similarly. Let h : [0, 1] × (N2, L2) → (N1, L1) be
given by

h(λ, x) = ϕ (min {3T, τN1(zλ(x))} , zλ(x)) ,

where zλ(x) = ψ(min{3λT, τÑ1
(x)}, x). It is routine to verify that h(0, · ) =

g and h(1, · ) = f1 ◦ ξ. The only thing to check is h(λ, L2) ⊂ L1 for all
λ ∈ [0, 1].

In fact, it is enough to show that for all 0 ≤ λ ≤ 1 and x ∈ L2, there
is tλ ∈ [0, 3T ] such that ϕ(tλ, ψ(3λT, x)) lies outside N1. Observe that
ψ(3λT, x) ∈ Ñ1 ⊂ N1. There is t′λ ∈ [3λT, 3T ] such that ϕ(t′λ, x) ∈ ∂U . Let
tλ = t′λ − 3λT . Then ϕ(tλ, ϕ(3λT, x)) ∈ ∂U and by uniform continuity of ϕ
we have

d(ϕ(tλ, ψ(3λT, x)), ∂U) ≤ ‖ϕ(tλ, ψ(3λT, x))− ϕ(tλ, ϕ(3λT, x))‖
+ d(ϕ(tλ, ϕ(3λT, x)), ∂U) < ε0

since ‖ϕ(3λT, x)− ψ(3λT, x)‖ < ρ
2 < δ(ε0) by (A2).

Step 5. It is a direct consequence of Step 4 that the diagram

(6) H∗E(N1, L1)
g∗ //

f∗1 ''

H∗E(N2, L2)
f∗2

''
H∗E(Ñ1, L̃1)

ξ∗

OO

g̃∗
// H∗E(Ñ2, L̃2)

commutes, i.e., g∗ = ξ∗ ◦ f∗1 and g̃∗ = f∗2 ◦ ξ∗. Since g∗ and g̃∗ are
isomorphisms, so is ξ∗, which completes the proof.

�

4. Reineck’s Theorem for LS-flows

Reineck [Rei91] proved the following theorem:
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12 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

Theorem 4.1 ([Rei91]). Let X be a smooth vectorfield on a Riemannian
manifold M , and let S be an isolated invariant set in the flow generated by
X, with isolating neighborhood N . Then S can be continued to an isolated
invariant set in a gradient flow without changing X on M \N .

We say that a function b has finite dimensional support if there exists an n
such that b(Pn(x)) = x for all x. A function with finite-dimensional support
has a compact gradient. Here we prove an analogue of Reineck’s theorem
for LS-flows.

Theorem 4.2 (Reineck’s Theorem for LS-flows). Let F = L+K be a con-
tinuously differentiable LS-vector field and let U be an isolating neighborhood
for the induced flow ϕ. Then ϕ is related by continuation in U to a gradient
flow of a function f : U → R of the form

f(x) =
1

2
〈Lx, x〉 − b(x),

where b has finite-dimensional support.

Proposition 4.3. Let U be an isolating neighborhood of an LS-flow ϕ0

generated by the LS-vector field F0. Then there exists an ε > 0, such that if
an LS-vector field F1 satisfies

‖F0(x)− F1(x)‖ < ε, for all x ∈ U
then the flows of ϕ0 and ϕ1, generated by the vector field F1 are related by
continuation.

Proof. Let c be a Lipschitz constant for F0. Fix p ∈ U and let xi, i ∈ {0, 1},
be the solutions to ẋi(s) = Fi(xi(s)) with xi(0) = p.

‖x0(t)− x1(t)‖ =

∣∣∣∣∫ t

0
[F0(x0(s))− F1(x1(s))] ds

∣∣∣∣
≤
∫ t

0
‖F0(x0(s))− F0(x1(s))‖+ ‖F0(x1(s))− F1(x1(s))‖ ds

≤
∫ t

0
(c ‖x0(s)− x1(s)‖+ ε) ds.

By Gronwall’s inequality we get

‖x0(t)− x1(t)‖ ≤ εtect ≤ εTecT ,
for all t ∈ [−T, T ]. We can choose ρ, T and ε such that (compare Lemmas 3.2
and 3.3)

(1) Inv (ϕ0, Uρ) = Inv (ϕ0, U);
(2) GTϕ0

(Uρ) ⊂ intU ;
(3) εTecT < ρ

2 .
Then U is also an isolating neighborhood for each LS-flow ϕs induced by
Fs(x) := (1− s)F0(x) + sF1(x). To see this note that

Inv (ϕs, U) ⊂ GTϕs(U) ⊂ GTϕ1
(U ρ

2
) ⊂ GTϕ0

(Uρ) ⊂ intU.
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HOMOTOPY INVARIANCE 13

�

Recall that we assumed the existence of {En}n∈N, an increasing sequence
of finite-dimensional subspaces of H such that L(En) = En and

⋃
n∈NEn =

H. Denote by Pn : H → H the orthogonal projection onto En. From the
above proposition we have the following corollary.

Corollary 4.4. For sufficiently large n, the flows induced by the LS-vector
fields F = L+K and Fn = L+ PnK are related by continuation.

Pick a nonzero vector v ∈ H and put K(x) = ‖x‖ v. Then on a unit
ball ‖K − PnKPn‖sup = 1. Therefore Proposition 4.3 does not show that
the flows induced by F = L + K and Fn = L + PnKPn are related by
continuation. This is true however and we adopt the technique from [GIP99,
Lemma 4.1] to show this. We will need the following result.

Proposition 4.5 ([Mau76, Theorem IX.3.2]). Let U be open subset of Ba-
nach space X and V an open subset of Banach space Y . Moreover, suppose
that f : U ×V → X is continuous and is derivatiable in the X direction and
that the map

U × V → X 3 (x, y) 7→ f ′X(x, y) ∈ L(X,X)

is continuous. Then f induces a continuous family of local flows.

Proposition 4.6. Let F = L+K be a continuously differentiable LS-vector
field and let U be an isolating neighborhood. Then for sufficiently large n the
flows induced by F and Fn = L+ PnKPn are related by continuation in U .

Proof. By Corollary 4.4 we can assume without loss of generality that PnK =
K. Define H : [0, 1] × U → H by H(λ, ·) = L + K((1 + n)(1 − nλ)Pn+1 +
n[(n + 1)λ − 1]Pn) for λ ∈ ( 1

n+1 ,
1
n ] and H(0, ·) = L + K. If H induces

a continuous family of local flows then, by the compactness of the isolated
invariant set, there exists s > 0 such that U is an isolating neighborhood for
H(λ, ·) provided λ ∈ [0, s). If this is the case, it is enough to take n such
that 1

n < s.
To show that H indeed induces a continuous family of local flows we will

check that H satisfies the assumptions of Proposition 4.5. We therefore
examine continuity of the map (λ, x) 7→ DXH(λ, x). Let (λn, xn) be a
sequence converging to (λ, x). The only nontrivial case is to check that for
λ = 0 the sequence DXH(λn, xn) tends to DXH(0, x). Without loss of
generality we can assume λn = 1

n . We have

‖DXH(λn, xn)−DXH(0, x)‖ = ‖DK(Pn(xn))Pn −DK(x)‖
= ‖DK(Pn(xn))Pn −DK(x)Pn +DK(x)Pn −DK(x)‖
≤ ‖DK(Pn(xn))Pn −DK(x)Pn‖+ ‖DK(x)Pn −DK(x)‖
≤ ‖DK(Pn(xn))−DK(x)‖+ ‖DK(x)Pn −DK(x)‖ .

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


14 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

The sequence Pn(xn) converges to x so that ‖DK(Pn(xn))−DK(x)‖ con-
verges to 0 by the assumption that K is continuously differentiable. On the
other hand

‖DK(x)Pn −DK(x)‖ = ‖PnDK(x)∗ −DK(x)∗‖ → 0,

since the adjoint DK(x)∗ is compact. �

Proof of Theorem 4.2. By Proposition 4.6 there exists an n ∈ N such that
the flow ϕ is related by continuation in U to the product flow (ψ,ψ⊥). Here
the product flow is induced by the vector field Fn : En⊕(En)⊥ → En⊕(En)⊥

given by
Fn(x, y) = (Lx+ PnK(x), Ly).

Note that the space En is finite-dimensional and that Un := U ∩ En is an
isolating neighborhood for ψ. Then Theorem 4.1 states that the flow ψ
can be continued in Un to a gradient flow of a function defined on some
neighborhood of Un in En of the form

f̃(x) =
1

2
〈Lx, x〉+ b(x).

It follows that the flow (ψ,ψ⊥) can be continued to the gradient flow of

f(x, y) = f̃(x) +
1

2
〈Ly, y〉.

�

5. Morse homology in Hilbert spaces

We use the construction of Morse homology of [AM01]. These results have
been extended beyond the flat Hilbert space setting [AM05], which we will
not use here. Define

F(L) = {f ∈ C2(E) | f(x) =
1

2
〈Lx, x〉+ b(x), ∇b is compact}.

Here and below we always use the Hilbert metric to define the gradient flow.
Assume that2:
(F1) f ∈ F(L).
(F2) f satisfies the Palais-Smale (PS) condition, i.e. any sequence

{xn}n∈N ∈ H with f(xn) → c and ∇f(xn) → 0 has a convergent
subsequence.

(F3) f is a Morse function.
(F4) f satisfies the Morse-Smale condition up to order 2. That is, for any

two critical points x and y with index difference3 mE−(x)−mE−(y) ≤
2 we have that TpW u(x) + TpW

s(y) = H for all p ∈W u(x)∩W s(y).

2In[AM01] the Morse homology is defined for an action window I, which we do not
need here. In their notation we use I = R, and write Hq(f) for Hq(f,R).

3The Morse index mE−(x) is defined as the relative dimension of the negative
eigenspace of the Hessian at x and E−, see [AM01] for details.
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HOMOTOPY INVARIANCE 15

(F5) For every c ∈ R and every k ∈ Z the set critk(f) ∩ f−1(−∞, c) is
finite.

Abbondandolo and Majer then proceed to define a Z2-graded Morse homol-
ogy for f satisfying (F1)-(F5), and give various invariance theorems. We
recall one.

Theorem 5.1. [AM01, Theorem 1.8] Assume that f0, f1 satisfy (F1)-(F5).
If ‖f1 − f0‖∞ <∞ then Hk(f0) ∼= Hk(f1).

We will localize this to isolating neighborhoods U of the gradient flow of
f . To work with flows instead of local flows we assume that ∇f is globally
Lipschitz, see Remark 2.6.

5.1. Local Morse homology. Morse homology is defined intrinsically by
the gradient flow. The complex is the Z2 vector space generated by the
equilibria of the flow which are the critical points of the Morse function.
These complex is graded by the relative Morse index. Define the moduli
spaces of parametrized curves

M(x, y) := {u : R→ H | u̇(t) = −∇f(u(t)), lim
t→−∞

u(t) = x, lim
t→∞

u(t) = y}

There is a free R-action on these spaces by time reparametrization, i.e.
the action s · u(·) 7→ u(· + s). Then for two critical points x, y with
mE−(x) = mE−(y) + 1, the moduli space of unparametrized connecting
orbits M̂(x, y) :=M(x, y)/R is a finite set of points. The matrix coefficient
of the boundary operator is defined to be this count modulo two, i.e.

∂x =
∑(

#M̂(x, y)
)
y,

where the sum runs over all critical points y withmE−(y) = mE−(x)−1. The
differential ∂ counts the number of connecting orbits between critical points
of index difference one. The fundamental relation ∂2 = 0 is proved in Morse
homology using compactness and gluing arguments. For two critical points
x ∈ critk(f), z ∈ critk−2(f), one shows that the moduli spaces M̂(x, z)
of unparameterized solutions to the gradient flow can be compactified to a
one-dimensional manifold with boundary by adjoining broken orbits. The
boundary components are exactly the once broken orbits. As the number of
boundary components of a one-dimensional manifold is even, which is what
∂2 counts, one concludes that ∂2 = 0 and the Morse homology is defined.

We localize the construction of Abbondandolo and Majer to isolating
neighborhoods, see also [RV14b, Rot14, RV14a] for discussions in the finite-
dimensional situation. Let U be an isolating neighborhood of the gradient
flow of f . As the gradient flow of f satisfying (F1) is an LS-flow it in par-
ticular satisfies Property (C). This implies that the isolated invariant set S
is compact and that the distance d(Inv (U) , ∂U) > 0. Then we define the
local moduli space of parametrized orbits in U by

M(x, y;U) := {u ∈M(x, y) |u(t) ∈ U for all t ∈ R}.

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


16 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

There are evaluation maps ev :M(x, y)→ H defined by ev(u) = u(0). These
are embeddings with image W u(x) ∩W s(y), cf. [AM01, Corollary 4.5]. By
isolation, the set ev(M(x, y;U)) is given by the union of the components of
ev(M(x, y)) that are completely contained in U . But as ev(M(x, y;U)) ⊂
S this implies that the closure cl(ev(M(x, y;U))) ⊂ S ⊂ int(U). Thus
the broken orbits used to define the compactification of the moduli space
of unparameterized orbits have image completely in int(U). Moreover if
there exists a pair of unparameterized orbits ([u], [v]) ∈ M(x, y;U)/R ×
M(y, z;U)/R with mE−(x) = mE−(y) + 1 = mE−(z) + 2, then the proof
of [AM01, Proposition 6.2] shows that there is an essentially unique family
of unparameterized orbits inM(x, y)/R converging to the broken orbit. But
the image of this family must eventually lie in S and hence in the interior
of U by the compactness Property-(C) as d(S, ∂U) > 0. We have argued
that the differential ∂(f, U), obtained by counting orbits of index difference
one completely contained in U squares to zero. We define the local Morse
homology as Hk(f, U) := ker ∂k(f, U)/im ∂k+1(f, U). In the next section we
investigate the invariance property of this local Morse homology. It is clear
that we need less than (F1)-(F5) to define the local Morse homology as we
only need information of the flow on isolating neighborhoods. To be precise
to define the local Morse homology for (f, U) the following two assumptions
are enough.
(B1) U is an isolating neighborhood of the gradient flow of a f ∈ C2(H,R),

which has the form

f(x) =
1

2
〈Lx, x〉+ b(x), for all x ∈ U,

where ∇b(x) is a compact operator.
(B2) f is a Morse function on U and Morse-Smale up to order 2 on U .

That is, all critical points in U are non-degenerate and for every p ∈
ev(M(x, y;U)) with mE−(x)+mE−(y) ≤ 2 we have that TpW u(x)+
Tp(W

s(y) = H.

Theorem 5.2. The local Morse homology of a pair (f, U) satisfying (B1)
and (B2) above is well defined.

Before we prove this theorem, we give a Lemma that shows that Property-
(C) is closely related to the Palais-Smale condition.

Lemma 5.3. Let f ∈ C1,1(H,R) and suppose that the gradient flow ϕ
satisfies Property-(C). Let {xn}n∈N ⊂ H be a bounded sequence such that
F (xn) := ∇f(xn)→ 0. Then {xn}n∈N has a convergent subsequence.

Proof. Let c be a Lipschitz constant of F and let R > 0 such that ‖xn‖ < R
for every n. By passing along a subsequence, we may assume that

‖F (xn)‖ ≤ e−cn

n
, for all n ∈ N.
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HOMOTOPY INVARIANCE 17

Fix n ∈ N and define γn : [0, n]→ R by γn(t) = ‖ϕ(xn, t)− ϕ(xn, 0)‖. Then

γn(t) ≤
∫ t

0
‖F (ϕ(xn, s))‖ ds

≤
∫ t

0
‖F (ϕ(xn, s))− F (ϕ(xn, 0))‖+ ‖F (ϕ(xn, 0))‖ ds

≤ c
∫ t

0
γn(s) ds+ e−cn.

By Gronwall’s inequality we have

γn(t) ≤ e−cnect ≤ 1

for t ∈ [0, n] and therefore ϕ(xn, [0, n]) lies inside the ball of radius R+ 1 for
every n. Analogously, we show that ϕ(xn, [−n, 0]) is bounded. By Property-
(C) the sequence xn converges up to a subsequence. �

Proof of Theorem 5.2. Let U be an isolating neighborhood of the gradient
flow of f ∈ C2(H,R). The assumptions (G1)-(G5) below suffice for defining
the local Morse homology without any change in the proofs in [AM01].
(G1) The function f has the form

f(x) =
1

2
〈Lx, x〉+ b(x),

with ∇b(x) compact, for all x ∈ U .
(G2) f satisfies (PS) on U . That is, every sequence {xn}n∈N ⊂ U , with

f(xn) → c, and ∇f(xn) → 0, has a convergent subsequence xn →
x ∈ U .

(G3) f is a Morse function on U .
(G4) f satisfies Morse-Smale on U up to order 2 in U . That is, for every p ∈

ev(M(x, y;U)) with mE−(x)+mE−(y) ≤ 2 we have that TpW u(x)+
TpW

s(y) = H.
(G5) For every c and every k ∈ Z the set critk(f) ∩ (−∞, c) ∩ U is finite.

There is a redundancy in these axioms. Lemma 5.3 states that (G2) is always
satisfied by functions satisfying (G1). Property (G5) is always satisfied by
functions satisfying (G1) and (G3). To see this, suppose (G1) and (G3)
hold, and let {xn}n∈N be a sequence enumerating critical points in U . This
sequence has a convergent subsequence by Lemma 5.3 and this limit must
be a critical point in U . The function f is Morse, which implies that critical
points are isolated. It follows that there exist only a finite number of critical
points. The assumptions (B1) and (B2) are equivalent to (G1), (G3) and
(G4), but we have show that then (G2) and (G5) also hold, and hence the
local Morse homology is well defined. �

5.2. Morse-Smale functions are dense. Recall that we assume that there
exists a sequence {En}n∈N ⊂ H of finite-dimensional spaces with orthogonal
projections Pn : H→ H such that

⋃
n∈NEn = H. Also recall that a function

b for which there exists an n such that b(x) = b(Pn(x)) for all x is said to
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18 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

have finite-dimensional support. A function with finite-dimensional support
has compact gradient. We have the following density result.

Proposition 5.4. Let f = 1
2〈Lx, x〉+ b(x) and U an isolating neighborhood

of the gradient flow. Then for every ε > 0 there exists an f ′ = 1
2〈Lx, x〉+b

′(x)
with supx∈U |f(x)−f ′(x)| < ε such that f ′ satisfies (B1) and (B2) on U and
b′ has finite-dimensional support. The gradient flows of f and f ′ are related
by continuation through gradient flows of functions satisfying (B1).

Proof. The gradient of fn(x) := 1
2〈Lx, x〉+ b(Pnx) equals

∇fn = Lx+ Pn∇bPn.

The gradient flow of fn is related by continuation to the gradient flow of f for
n sufficiently large by Proposition 4.6. Note that the proof of Proposition 4.6
actually shows that the homotopy is through gradient flows of functions
satisfying (B1). Now, as U is bounded, it is contained in a ball BR(0). By
compactness of ∇b there exists for every ε > 0 an n such that ∇b(BR(0)) ⊂
Pn(H) +Bε(0). From this we estimate for x ∈ BR(0) that

|b(x)− b(Pn(x))| = |
∫ 1

0
〈∇b(Pnx+ sP⊥n x), P⊥n (x)〉ds|

≤
∫ 1

0
|〈P⊥n ∇b(Pnx+ sP⊥n x), x〉|ds ≤ ε ‖x‖ ≤ εR.

Hence we get that |b−b◦Pn|∞ → 0 as n→∞ on U . We have shown that the
space of functions f ′ = 1

2〈Lx, x〉 + b′(x) satisfying (B1) on U , where b′ has
finite-dimensional support, is dense in the space of all functions satisfying
(B1). Such a function satisfies (B2) if and only if the restriction to Pn(H)
is Morse-Smale on U ∩ Pn(H). But in the finite-dimensional case it is a
classic fact, cf. [BH04, Remark 6.7], that functions whose gradient flow is
Morse-Smale functions are dense. Density is transitive, which proves the
proposition. �

5.3. Invariance of Local Morse homology.

Proposition 5.5. Let bλ be a smooth family of functions with compact gra-
dient, and U an isolating neighborhood of each gradient flow of fλ(x) :=
1
2〈Lx, x〉+ bλ(x). Assume that f0, f1 satisfy additionally (L2). Assume that

supx∈U

∥∥∥∂fλ∂λ (x)
∥∥∥ < C. Then H∗(f0, U) ∼= H∗(f1, U).

Proof. Let H′ := H⊕ R and equip H′ with inner product

〈(x, µ), (y, λ)〉H′ = 〈x, y〉H +
µλ

κ
,

for some κ > 0 to be specified later. Define L′ : H′ → H′ by L′ := L ⊕ Id.
Let ω : R → R be a smooth cutoff function with ω(t) = 1 for t ≤ 1

3 and
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HOMOTOPY INVARIANCE 19

ω(t) = 0 for t ≥ 2
3 which is strictly decreasing on (1

3 ,
2
3). Let η be a smooth

cutoff function with

η(µ) = 0 for µ ∈ [0, 1], η′(µ) < 0 for µ < 0,
η′(µ) > 0 for µ > 0, |η′(µ)| > 1 for µ ∈ R \ [−1

2 ,
3
2 ]

Define F : H′ → R by

F (x, µ) = fω(µ) + r(1 + cos(πµ) +
1

κ
η(µ))

The negative gradient of F equals

−∇F (x, µ) =−∇fω(µ)(x)

− κ
(
ω′(µ)

∂fλ
∂λ

∣∣
λ=ω(µ)

− rπ sin(πµ) +
η′(µ)

κ

)
∂

∂µ
.

(7)

Let U ′ := U × [−1
3 ,

4
3 ]. If r > 2 maxµ∈[0,1] |ω′(µ)C|√

3π
the critical points of F in

U ′ are at µ = 0 and µ = 1. Note that the vector field in Equation (7)
is well-defined for κ = 0 and that U ′ is an isolating neighborhood for this
vector field. By Proposition 4.3 it follows that for κ > 0 small, the set U ′
is an isolating neighborhood of F . We analyze the local Morse homology of
F . The critical points of F can be identified with the critical points of f0

at µ = 0 and with the critical points of f1 at µ = 1. The index is shifted
by one at µ = 0 as there is one extra unstable direction. So we have the
identification

(8) Ck(F,U
′) ∼= Ck−1(f0, U)⊕ Ck(f1, U).

By [AM01, Theorem 1.14] there exists a boundary operator ∂(F,U ′) such
that ∂(F,U ′) counts connecting orbits whenever the orbits are transverse. A
moments inspection shows that the differential has the form

∂(F,U ′) =

(
∂(f0, U) 0

Φ10
k ∂(f1, U)

)
,

with regards to the identification in (8). As the vector field always has a
positive component in ∂

∂µ direction for µ ∈ (0, 1) there are no connections
from the critical points at µ = 1 to the critical points at µ = 0. From
δ(F,U ′)2 = 0 we see that Φ10

k , associated with counting connecting orbits
from the complex at µ to the complex at µ = 1, is a chain map, hence
induces a map Φ10

k : H∗(f0, U)→ H∗(f1, U). Iterating this trick shows that
Φ10
k is functorial on the homology level, independent of the chosen isolating

homotopy, and Φ00 = Id, cf. [Web06, RV14b] for the arguments in the finite-
dimensional situation. It follows that H∗(f0, U) ∼= H∗(f1, U). �

Lemma 5.6. Suppose f ∈ F(L). Then f is bounded on bounded sets.
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20 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

Proof. Let x0, x1 ∈ BR(0), then using that ∇b is a compact map, we obtain

|b(x1)− b(x0)| = |
∫ 1

0
〈∇b(x0 + s(x1 − x0), x1 − x0〉ds|

≤ ‖∇b(BR(0))‖ 2R ≤ C,

for some constant C which only depends on r. As L is a bounded linear
operator we get that f is bounded on bounded sets. �

Corollary 5.7. Let fλ with λ ∈ [0, 1] be a family of functions, and U an
isolating neighborhood of the each gradient flow of fλ. Assume that fλ sat-
isfies (B1) for each λ ∈ [0, 1] and that f0, f1 satisfy additionally (B2). Then
H∗(f0, U) ∼= H∗(f1, U).

Proof. For every ε > 0, there exists a smooth family f ′λ and N ∈ N with
f ′0 = f0, f ′1 = f1 and

f ′λ = (i+ 1−Nλ)f ′i
N

+ (Nλ− i)f ′i+1
N

if λ ∈ [
i

N
,
i+ 1

N
]

Moreover we can assume f ′i
N

satisfies (B1) and (B2) and that the family

s 7→ (1 − s)fλ + sf ′λ induces an continuation of negative gradient flows
for each λ. We use the fact here that [0, 1] is compact, isolation is open
and that the Morse-Smale functions are dense in U , cf. Propositions 4.3
and 5.4. This family is a piecewise linear approximation of the continuation
fλ. Lemma 5.6 states that ∂

∂λf
′
λ is bounded for λ ∈ [ iN ,

i+1
N ] for all i =

0, . . . N − 1. Then Proposition 5.5 states that H∗(fi/N , U) ∼= H∗(f i+1
N
, U),

and hence H∗(f0, U) ∼= H∗(f1, U). �

5.4. Local Morse cohomology and E-cohomological Conley index.
We can also consider Morse cohomology, which is defined through the usual
dualization process at the chain level. As the coefficients are in the field
Z2, the homology and cohomology groups are isomorphic by the universal
coefficients theorem. We denote local Morse cohomology by H∗(f, U).

Theorem 5.8. Let U be an isolating neighborhood of the gradient flow ϕ of
f ∈ C2(H,R). Assume that f satisfies (B1) and (B2). Then,

H∗(f, U) ∼= ch∗E(U,ϕ).

Proof. By Proposition 5.4 we can find a function f ′ = 1
2〈Lx, x〉+ b′(x) with

b′ finite-dimensional support satisfying (B1) and (B2) such that the gradient
flows ϕ and ϕ′ are related by continuation through gradient flows of functions
satisfying (B1). By Corollary 5.7 we have that H∗(f, U) ∼= H∗(f ′, U). Note
that the critical points and connecting orbits of f ′ lie all in En. Hence we
can restrict f ′ to En and compute the finite-dimensional Morse cohomology
f ′
∣∣
En

. We get

H∗(f ′, U) ∼= H∗−dim(En∩E−)(f ′
∣∣
En
, U ∩ En),
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HOMOTOPY INVARIANCE 21

where the right hand side denotes the ordinary finite-dimensional Morse
homology. This latter group is isomorphic to the finite-dimensional Con-
ley index ch∗−dim(En∩E−)(U ∩ En, ϕ′

∣∣
En

). We refer to [RV14b] for a dis-
cussion of this isomorphism in this setting. The set Ũ = (U ∩ En) ×
B1(E⊥n ) is also an isolating neighborhood of ϕ′ and ch∗−dim(En∩E−)(U ∩
En, ϕ

′∣∣
En

) ∼= ch∗E(Ũ , ϕ′). By Theorem 3.7 we have ch∗E(U,ϕ) ∼= ch∗E(U,ϕ′)

and ch∗E(U,ϕ′) ∼= ch∗E(Ũ , ϕ′). By composing the isomorphisms we obtain the
required result. �

Remark 5.9. In the next section we will need the local Morse homology for
functions that do not necessarily satisfy the Condition (B2). Let U be an
isolating neighborhood of the gradient flow of f satisfying Condition (B1) on
U . By the density of functions satisfying (B2), cf. Proposition 5.4, and the
openness of isolation, cf. Proposition 4.3 we can always continue the gradient
flow of f to the gradient flow of a function fα which satisfies both (B1) and
(B2). We define

H∗(f, U) := lim←−{H∗(f
α, U); Φβα

∗ },
where the limit4 runs over all fα satisfying (B1)-(B2) whose gradient flow
is related by continuation to the gradient flow of f . The maps Φβα

∗ used to
define the limit are the maps induced by continuation between fα and fβ

which are defined in Corollary 5.7. Thus we have defined the local Morse
homology of a function that is not necessarily Morse.

6. Lyapunov functions and Morse-Conley-Floer homology

In [RV14b] Lyapunov functions were used in a finite-dimensional context
to define an intrinsic homology theory for (arbitrary) flows with Morse ho-
mological methods. Here we discuss an infinite-dimensional analogue in the
context of LS-flows.

Definition 6.1. Let S be an isolated invariant set of an LS-flow ϕ. A
smooth function f : H→ R is a smooth Lypanov function for (ϕ, S) if there
exists an isolating neighborhood U of S such that

(i) f
∣∣
S

= constant
(ii) d

dt

∣∣
t=0

f(ϕ(t, x)) < 0 for all x ∈ U \ S.
Such a function f is also referred to as a Lyapunov function for ϕ on U . The
set of all Lyapunov functions for ϕ on U is denoted Lyap(ϕ,U). If f satisfies
Condition (B1) in Section 5.1 then f is said to be an LS-Lyapunov function.
The set of LS-Lyapunov functions for ϕ on U is denoted by LyapLS(ϕ,U).

The set of Lyapunov functions for LS-flows is non-empty, but this does
not directly imply that the set of all LS-Lyapunov functions is non-empty.

4Every homology group H∗(f
α, U) is isomorphic to each other. We use the inverse limit

to keep track of the isomorphisms which is important when one considers functoriality in
local Morse homology, cf. [RV14a].
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22 IZYDOREK, ROT, STAROSTKA, STYBORSKI, AND VANDERVORST

We conjecture it to be non-empty, but we will only need the following weaker
statement is which we know is true by Reineck’s Theorem 4.2. In the con-
tinuation class of every LS-flow there exist an LS-flow which admits an
LS-Lyapunov function.

Observe, by essentially the same arguments of Sections 2 and 3 of [RV14b],
that if U is an isolating neighborhood of ϕ, then U is an isolating neighbor-
hood of the gradient flow of every f ∈ LyapLS(ϕ,U). The set LyapLS(ϕ,U)
is convex which implies that the LS-gradient flows of f ∈ LyapLS(ϕ,U) are
all related by continuation in U .

We define Morse-Conley-Floer homology of an arbitrary isolated invariant
set of an LS-flow using Lyapunov functions as follows.

Definition 6.2. Let U be an isolating neighborhood of an LS-flow ϕ. Define
the Morse-Conley-Floer homology to be

HI∗(U,ϕ) := lim←−{H∗(f
α, U); Φβα

∗ }.

The inverse limit runs over the local Morse homology of pairs (fα, U), where
fα is an LS-Lyapunov function of an LS-flow ψα that is related by contin-
uation to ϕ in U .

The Morse-Conley-Floer homology is well-defined: Lyapunov functions
are generally not Morse, but the local Morse homology of functions satisfying
only (B1) is defined in Remark 5.9. Theorem 4.2 states that every LS-flow
is related by continuation to an LS-gradient flow. An LS-gradient flow
clearly admits an LS-Lyapunov function and we see that the set over which
the inverse limit runs is non-empty. Any two LS-gradient flows are related
by continuation in U through LS-gradient flows and we obtain functorial
continuation maps Φβα

∗ between different choices fβ and fα.
By the usual dualization process we obtain the Morse-Conley-Floer co-

homology HI∗. The Morse-Conley-Floer cohomology is isomorphic to the
E-cohomological Conley index.

Theorem 6.3. Let U be an isolating neighborhood of an LS-flow ϕ. Then

HI∗(U,ϕ) ∼= ch∗E(U,ϕ).

Proof. Let ψα be an LS-flow, which admits an LS-Lyapunov function in
U and which is related by continuation to ϕ in U . All continuation maps
occuring in the inverse limit in the definition of the Morse-Conley-Floer coho-
mology are isomorphisms, cf. Footnote 4, hence we see that HI∗(U,ϕ) is iso-
morphic to the local Morse cohomology H∗(fα, U). Theorem 5.8 states that
H∗(fα, U) is isomorphic to the E-cohomological Conley index ch∗E(U,ψα).
The flow ψα is related by continuation to ϕ in U thus ch∗E(U,ψα) is isomor-
phic to ch∗E(U,ϕ) by Theorem 3.7. Therefore HI∗(U,ϕ) ∼= ch∗E(U,ϕ). �
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Appendix A. E-cohomology

In this appendix we recall the definition and some properties of E-
cohomology. For the details we refer the reader to [Abb97].

Let H be a separable real Hilbert space with a splitting H = E+ ⊕ E−
into two closed subspaces. Let X be closed and bounded subset of H. For a
finite-dimensional subspace V of E− put

XV := X ∩ (E+ ⊕ V ).

Suppose we have another subspace W such that W = V ⊕U where dimU =
1. We orient U by picking a vector u0 and define the positive and negative
parts of XW by

X+
W = {w ∈ XW | 〈w, u0〉 ≥ 0}, X−W = {w ∈ XW | 〈w, u0〉 ≤ 0}.

Note that X+
W ∩X

−
W = XV and therefore the Mayer-Vietoris sequence for

a triad (XW , X
+
W , X

−
W ) reads

. . .→ Hk(X+
W )⊕Hk(X−W )→ Hk(XV )

∆k
V,W (X)
−−−−−−→ Hk+1(XW )→ . . .

Following Abbondandolo we use Alexander-Spanier cohomology above, but
any cohomology theory satisfying the strong excision axiom would work.

U

V

XV

X+
W

X−W

XW

Figure 2. To compute the E-cohomology of a setX we need
to use the Mayer-Vietoris sequence of the triad
(XW , X

+
W , X

−
W ).
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Definition A.1. The q-th E-cohomology group of X is defined as the direct
limit

Hq
E(X) = lim−→

V⊂E−,dimV <∞
{Hq+dimV (XV ); ∆V,W (X)}.

Analogously, we define E-cohomology groups Hq
E(X,A) of closed and

bounded pairs (X,A).

The E-cohomology groups are middle-dimensional : Let V be a subspace
of H such that the E-dimension of V

p = dimE V := dim(V ∩ E+)− codim(V + E+)

is finite and let X = S(V ) be a unit sphere in V . Direct computations lead
to

Hq
E(X) =

{
F if q = p− 1;
0 otherwise.

Having defined E-cohomology groups, let us recall the definitions of the
E-morphisms.

Definition A.2. Let (X,A) and (Y,B) be closed and bounded pairs. A
continuous map Ψ : (X,A)→ (Y,B) is an E-morphism if it has the form

Ψ(x) = Mx+ U(x)

where U : X → H maps bounded sets into precompact sets andM is a linear
automorphism of H such that ME− = E−.

Remark A.3. In fact, the above class of morphisms can be extended to
the class of continuous maps Ψ: (X,A) → (Y,B) of the form Ψ(x) =
M(x)x + U(x), where U is as above, M : X → GL(H) has compact im-
age and M(x)E− = E−.

As usual, an E-homotopy is a homotopy in the E-category. The E-
cohomology satisfies generalized Eilenberg-Steenrod axioms. To be more
precise, it satisfies the axioms with the set of morphisms restricted to E-
morphisms and with the dimension axiom stating that the unit sphere in
E− has non-trivial cohomology exactly in dimension q = −1. Directly by
the homotopy invariance of the E-cohomology we have the following two
lemmas. The maps are sometimes referred to as deformation retracts in the
weak sense.

Lemma A.4. Let A ⊂ Y ⊂ X and let Φ: [0, 1] × (X,A) → (X,A) be an
E-homotopy, such that Φ(0, · ) = id(X,A), Φ(1, X) ⊂ Y and Φ(λ, Y ) ⊂ Y for
all λ ∈ [0, 1] . Then the inclusion (Y,A) ↪→ (X,A) induces an isomorphism
H∗E(X,A)

∼=−→ H∗E(Y,A).

Lemma A.5. Let A ⊂ Y ⊂ X and Φ: [0, 1] × (X,Y ) → (X,Y ) be an E-
homotopy, such that Φ(0, · ) = id(X,Y ), Φ(1, Y ) ⊂ A and Φ(λ,A) ⊂ A for
all λ ∈ [0, 1]. Then the inclusion (X,A) ↪→ (X,Y ) induces an isomorphism
H∗E(X,Y )

∼=−→ H∗E(X,A).
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The E-cohomology satisfies also the following continuity property.

Lemma A.6 (Continuity property). Let (X,A) be closed and bounded and
let {Um, V m} be a sequence of closed and bounded pairs such that

(1) Um ⊂ Un and V m ⊂ V n if n ≤ m;
(2)

⋂
m∈N U

m = X and
⋂
m∈N V

m = A.
Then the direct limit

lim−→
m∈N

H∗E(im) : lim−→
m∈N
{H∗E(Um, V m);H∗E(jm,n)} → H∗E(X,A)

is an isomorphism.
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