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light pattern emitted by the scanner needs to be intensive enough

to perform the measurement. As a consequence, structured 3D

light scanner are only suitable for making 3D images of relatively

small objects. I case of large object, e.g. buildings, it is compli-

cated to generate light pattern covering the entire object. More-

over, scanning is even more problematic under conditions of in-

tensive natural light occurrence. Natural light interferes which the

light emitted by the scanner deteriorating the quality of scanning.

Another technique which can be used for making 3D mod-

els suitable for 3D videos is recovering the structure from motion

[6]. The method bases on making images of the object from dif-

ferent points of view located around the object. A 3D model is

acquired by matching the same parts of the object visible in dif-

ferent images. The method leads to reasonable results however

its disadvantage is such that it requires making a great number of

images from different places. It is less time consuming to make a

3D image from a single point of view.

Such an image can be acquired by a stereo camera [1, 2].

Stereo cameras provide dense depth maps which can be obtained

in intensive natural light. It is also not complicated to acquire

images of large objects. Moreover, making a 3D image does not

require relocating the imaging equipment. Stereo cameras have

many advantages, but they have a major drawback which is a prob-

lem with the quality of 3D images. In real applications there are

many cases in which distances from a camera to objects are esti-

mated improperly, despite significant advances in designing stereo

matching algorithms and camera calibration techniques.

This paper does not focus on developing new algorithms for

stereo cameras, but it proposes improving the quality of distance

estimation by taking advantage of a larger number of cameras.

The paper analyses the usage of a set of cameras called Equal

Baseline Multiple Camera Set (EBMCS) [7, 8]. The set consists

of a central camera and four side cameras. The set has a function

of four stereo cameras with the common central camera present

in every stereo pair. There are many benefits of using this set

instead of other kinds of camera based 3D vision systems such as

stereo cameras, camera arrays consisting of cameras located along

a straight line [9] and camera matrix [10] with cameras placed on

a grid.

Main contributions of this paper includes the analysis of the

influence of an aggregating window size on the quality of disparity

maps obtained with the use of the algorithm proposed by Park and

Inoue [7]. The algorithm was designed for EBMCS. The paper

also compares results of this algorithm to the results of obtaining

disparity maps with the use of a single stereo camera. Moreover,

the paper describes types of algorithms which can be used with

EBMCS for obtaining disparity maps, depth maps and 3D images.

ABSTRACT

The paper presents the results of using a set of five cameras called 
Equal Baseline Multiple Camera Set (EBMCS) for making 3D 
images, disparity maps and depth maps. Cameras in the set are 
located in the vicinity of each other and therefore the set can be 
used for the purpose of stereoscopy similarly as a stereo camera. 
EBMCS provides disparity maps and depth maps which have a 
better quality than these maps obtained with the use of a stereo 
camera. Moreover, EBMCS has many advantages over other kinds 
of equipment for making 3D images such as a Time-of-flight cam-

era (TOF), Light Detection and Ranging (LIDAR), a structured-

light 3D scanner, a camera array and a camera matrix. These ad-

vantages are described in the paper. The paper also compares the 
performance of EBMCS to the performance of stereo cameras.

Index Terms — Stereo camera, camera array, camera matrix, 
depth maps, stereo matching algorithm

1. INTRODUCTION

There are a lot of devices for making 3D images, 3D videos and 
3D models. 3D imaging can be performed with the use of stereo 
cameras [1, 2], laser scanners [3, 4], structured-light 3D scanners 
[5] and structure from motion scanning [6]. Each kind of an imag-

ing technique has its advantages and disadvantages.

If a stereo camera made a sufficient quality of 3D images, 
then developing other kinds of 3D imaging devices would not be 
necessary. However, in many cases results of using stereo cam-

eras are unsatisfactory. This paper proposes using Equal Baseline 
Multiple Camera Set (EBMCS) which can be perceived as a set 
of four, integrated stereo cameras. The considered set preserves 
all advantages of a stereo camera, however it makes it possible 
to obtain 3D images with significantly better quality than a single 
stereo camera. Moreover, using EBMCS instead of other kinds of 
3D imaging devices have also many other benefits.

Laser scanners used for making 3D images include Light De-

tection and Ranging (LIDAR) devices [3] and Time of Flight (TOF) 
cameras [4]. This equipment provides a very precise measurement 
of a distance between an imaging device and a single point of an 
object in the field of view. A 3D image obtained by a laser scanner 
consists of a series of such measurements. However, there are sig-

nificant limitations to the number of considered points. Therefore, 
the point cloud detected by laser scanners is sparse in comparison 
to the results of other 3D imaging devices.

This problem does not occur when a structured-light 3D scan-

ner is used [5]. These scanners provide dense and accurate depth 
maps consisting of distances between a scanner and analysed ob-

jects. The structured light scanner emits a light pattern such as 
vertical stripes and it traces distortions of the light on objects. The
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Figure 1. The arrangement of five cameras in Equal Baseline Multiple

Camera Set (EBMCS)[8]

2. EQUAL BASELINE MULTIPLE CAMERA SET
(EBMCS)

Equal Baseline Multiple Camera Set considered in this paper con-

sists of five cameras having the following locations: central, left,

right, up and down (Figure 1). This kind of a camera arrangement

was first proposed by Park and Inoue [7]. They also developed an

algorithm for obtaining depth maps with the use of the set. Other

kinds for algorithms designed for EBMCS were also introduced

by the author of this paper [11, 8, 12].

In EBMCS each pair of cameras consisting of a central cam-

era and one of side cameras comprises on a single stereo camera.

Therefore, the set can be used as four stereo cameras with the same

reference camera which is a central camera in the set. The fact

the same camera is included in every considered stereo camera is

very significant, because it simplifies merging data acquired from

all five cameras in order to obtain a 3D image with improved qual-

ity. Stereo cameras with different reference cameras provide 3D

images taken from different points of view. Combining such 3D

images into a single 3D image requires identifying in these images

points corresponding to the same objects. In EBMCS this prob-

lem does not occur because all considered stereo cameras have the

same point of view.

EBMCS is in fact an improved form of a camera array. Cam-

era array consists of cameras located along a line. In a camera

array any two cameras form a stereo camera. However, only these

stereo cameras are used which share the same camera [9]. The rea-

son for that is the same as the one described above. The problem

with stereo cameras which share the same camera selected from

the array is such that they have different baselines. A baseline in

a stereo camera is the distance between its constituent cameras.

The baseline influences differences between locations of points in

the reference image and locations of points referring to the same

object in the side image. The longer is the baseline, the greater

are these disparities. Different baselines are not advantageous for

processing data from stereo cameras [9]. However, this problem

also does not apply to EBMCS because in this set baselines are

the same in every considered pair of cameras.

Images from EBMCS similarly as images from a stereo cam-

era needs to be processes by a stereo matching algorithm in order

to retrieve information about distances from an image making de-

vice to objects. This distances are saved in a from of a depth map

which combined with the 2D image creates a 3D image. In case of

EBMCS there are two types of stereo matching algorithms which

can be used.

The first type is the one in which depth maps are made by

every stereo camera considered in EBMCS. Then, these depth

maps are merged together in order to obtain a single depth map

with higher quality than depth maps acquired from different pairs.

This method can be interpreted as making four measurements of

the same distance and on this basis drawing conclusions about

its length. In this method images made by every considered pair

of cameras are processes independently from each other. This

method will be called in this paper merging methods.

In another type of a stereo matching algorithm used for EBMCS

a depth map is obtained by simultaneously using data from every

image obtained from EBMCS. In this method depth maps are not

merged because the result of a matching process is a single depth

map calculated on the basis of all input images. This type of meth-

ods will be called the simultaneous methods.

3. MERGING METHODS FOR EBMCS

One of merging methods designed for EBMCS was proposed by

the author of this paper [8]. The method was called Exceptions

Excluding Merging Method (EEMM). The method is based on

excluding distance estimations which have low credibility.

The result of the method is a disparity map obtained from four

disparity maps created with the use of stereo cameras included in

EBMCS. Four maps processed by the method are calculated by

stereo matching algorithms developed for a single stereo camera.

These algorithms can be used with EEMM without any modifica-

tions.

Stereo matching algorithms does not always provide data about

disparities for all points of disparity maps. These are the points for

which the disparity could not be determined. Therefore, in case of

merging four disparity maps the number of merged disparities in

a single point varies from zero to four. This fact was reflected in

the design of the EEMM method. The method calculated dispar-

ities differently with regard to the number of available values of

disparities. The description of the method is presented in [8].

The method was applied to eight different matching algorithms.

Experiments included algorithms implemented in the OpenCV li-

brary [13], algorithms based on Markov Random Field available in

Middlebury Stereo Vision Page (http://vision.middlebury.edu/MRF)

[14] and Eficient Large-scale Stereo Matching (ELAS) algorithm

[15]. The results showed that, on average, EBMCS used with

EEMM creates disparity maps containing over 26% less errors in

disparity estimation than disparity maps obtained with the use of a

single stereo camera. These results were obtained when the same

stereo matching algorithm was used with both a single stereo cam-

era and four stereo cameras included in EBMCS. The best results

were obtained for algorithm based on a graph cut which was used

with EBMCS containing five cameras.

4. SIMULTANEOUS METHODS FOR EBMCS

Simultaneous methods of obtaining depth maps with the use of

EBMCS were also developed by the author of this paper [11].

The author proposed an algorithm called Multiple Similar Areas

(MSA). The algorithm was based on analysing areas in images in

which adjacent points have a similar color. For points of a central

image the MSA algorithm searched for the longest sequences of

points in side images having a the same color as the one located

in the central image. The search was performed simultaneously

in all side images. A detailed description of MSA is available in

[11].

A simultaneous method for the EBMCS set was also intro-

duced by Park and Inoue who proposed this kind of a camera sys-

tem [7]. Their algorithm was based on Sum of Square Differences

measure commonly used for obtaining disparity maps on the basis

of images from stereo cameras [9]. The algorithm proposed by

Park and Inoue calculates the matching function presented in Eq.
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1. The results of this function are obtained for points of the central

image.

d̂(x) = argmin
d

(min[SSDleft(x, d), SSDright(x, d)]

+min[SSDtop(x, d), SSDbottom(x, d)])
(1)

where x are coordinates of a point in a cental image, d is a

disparity for which the function is calculated, d̂ is the disparity

which is the result of a function and SSD is the SSD function

presented in Eq. 2.

SSDi (x, d) =
∑

j∈W

(I0(x+ j)− Ii(x+ j+ di))
2

(2)

where di is the disparity in a stereo camera containing a side

camera i, Ii is the intensity of the point at coordinates x in the

image from the camera i and W is an aggregating window identi-

fying points located in the vicinity of the point x.

The matching function proposed by Park and Inoue interprets

cameras included in EBMCS as two intersecting camera arrays.

The first array consists of three cameras located along a horizontal

line and a second array are cameras located along a vertical line.

The algorithm selects from each array a side camera for which the

matching cost is the lowest. The matching cost corresponds to the

similarity level between an area in a central image and areas in

side images. The algorithm finds two side cameras from different

arrays for which the sum of matching costs is the lowest. There

are cameras which does not form with a central camera a straight

line.

The algorithm takes advantage of the SSD measure which

uses aggregating windows. The aggregating window defines the

size of areas which are matched by the algorithm. The size of an

aggregating window needs to be selected properly because it influ-

ences the performance of stereo matching algorithms. The greater

is the window, the more number of calculations needs to be per-

formed by the algorithm. However, if the size of the window is too

low, the results of matching can have a low quality. This next sec-

tion of this paper analysis the influence of the aggregating window

size on the quality of results obtained with the use of the algorithm

proposed by Park and Inoue.

5. EXPERIMENTS

This paper presents experiments which compared the results of

using EBMCS to the results of using a single stereo camera. Two

methods of obtaining disparity maps were analysed. The first

method was the algorithm proposed by Park and Inoue. In the

second method disparity maps were obtained from a single stereo

camera with the use of a stereo matching algorithm based on the

SSD measure which is also used in the Park and Inoue algorithm.

The stereo camera used in the experiment is the one which con-

sists of the central camera and the left one included in EBMCS.

The results of these algorithms were compared with regard to the

size of aggregating window used for obtaining disparity maps.

Experiments were based on a testbed described in [11]. The

testbed consisted of six set of images. Each set contained five

images made with the use of five cameras included in EBMCS.

Camera included in EBMCS were calibrated with the use of the

OpenCV library [8, 13]. Every test set contained also ground truth

which was a disparity map with real values of disparities. The

image of a real EBMCS used for making these images is presented

in Figure 2.

Figure 2. Real EBMCS used in the experiments [8]

The quality of the results obtained in the experiments were

measured with the use of the bad matching pixel (BMP) measure.

The formula for the measure is presented in Eq. 3.

BMP =
1

N

∑

x

(|DM (x)−DT (x)| > Z) (3)

where DM (x) is the disparity of the point x in the disparity

map, DT (x) is the disparity in ground truth, N is the total number

of points and Z is the threshold value.

The measure calculates differences between ground truth and

points in a disparity map which is the result of a matching algo-

rithm. The point is accepted as matched correctly if the difference

if below the given threshold Z. In other cases it is considered to

be matched incorrectly.

Figure 3 shows the results of the experiments. The line with

triangles show the values of BMP obtained with the use of a stereo

camera and the SSD measure. The line with crosses shows the re-

sults for EBMCS used with the algorithm proposed by Park and

Inoue. The vertical axis show the size of a side of an aggregat-

ing window. Results show that for each aggregating window size

the results obtained with EBMCS were significantly better than

the results obtained for a single stereo camera. The improvement

varies from 22% to 50% of the value acquired for a stereo camera.

The greatest improvement was obtained for a window size equal

to 5.

Results also show that another benefit of using EBMCS is

such that the size of an aggregating window can be reduced. When

stereo camera was used, the best results were obtained for the

window size equal to 13. In this case the window contained 169

points. The best results for EBMCS were acquired with the win-

dow of a size 7. The window has 49 points. Therefore, the win-

dow is over 3 times smaller. It is very significant because not only

results are better with the use of EBMCS but also smaller aggre-

gating windows can be used when EBMCS is used instead of a

stereo camera.

There results were obtained for the similar kind of matching

algorithms. Both the Park and Inoue algorithm and the algorithm

based on SSD measure are a local type of matching methods.

These methods in order to acquire the value of a disparity in a

single point analyze only a part of input images. Both of these

algorithm do not use global optimization which significantly im-

proves the quality of disparity maps.

There results presented in this paper are consistent with pre-

vious work performed by the author of this paper [8, 12]. Th pre-

voius research the author analysed the performance of the Sum of
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Figure 3. The quality of disparity maps with regard to aggregating window

size

sum of Square Differences (SSSD) measure modified for the pur-

pose of using this measure with EBMCS [12]. SSSD is a kind of

a simultaneous method of a local type. Experiments with SSSD

were performed on a smaller data set than the experiments with

Park and Inoue algorithm presented in this paper. The author also

showed that using a EBMCS with a merging method using stereo

matching algorithm with global optimization improves results by

over 26% percent [8]. A potentially highly important area of re-

search is designing simultaneous methods for EBMCS which take

advantage of global optimization. It is possible that such a method

would produce better results than existing methods.

6. SUMMARY

Advantages of using EBMCS are evident. Better quality of depth

maps can be acquired with the use of a device similar to a stereo

camera. It is surprising that this technology is not commonly

used for making 3D videos. In further research the author plans

to develop other kinds of algorithms for EBMCS. The author is

looking for cooperation with other researchers of stereo matching

algorithms and multi-camera systems to design an algorithm for

EBMCS which would lead to even better results than currently

known methods.
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