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Investigation of educational processes
with affective

computing methods

Grzegorz
Brodny

This paper concerns the monitoring of educational processes 
with the use of new technologies for the recognition of hu-
man emotions. This paper summarizes results from three 
experiments, aimed at the validation of applying emotion 
recognition to e-learning. An analysis of the experiments’ 
executions provides an evaluation of the emotion elicita-
tion methods used to monitor learners. The comparison 
of affect recognition algorithms was based on the criteria 
of availability, accuracy, robustness to disturbance, and 
interference with the e-learning process. The lessons learned 
in these experiments might be of interest to teachers and 
e-learning tutors, as well as to those researchers who 
want to use affective computing methods in monitoring 
educational processes. 

Introduction

Humans are emotional, and that characteristic influ-
ences all aspects of individual functioning. Although 
computers are mechanical entities, interaction with 
them is influenced by the user’s affective states. In 
some computer application domains, the emotionality 
of users may influence the effectiveness of performed 
tasks. 

One of the domains where emotions might play 
a crucial role is e-learning. Research on educational 
processes provided evidence that some emotional 
states support learning processes, while other sup-
press them (Hudlicka, 2003, pp. 1–32; Paiva, Dias, 
Sobral, & Woods, 2004; Picard, 2003, pp. 55–64; 
Sheng, Zhu-ying, & Wan-xin, 2010, pp. 269–272). In 
a traditional classroom, teachers address affective 
issues, such as fatigue, a lack of concentration, low 
motivation or boredom (Landowska, 2013, pp. 16–31). 
Human mentors devote at least as much time and at-
tention to emotional goals as they do to the achieve-
ment of cognitive goals (Elliott, Lester, & Rickel, 1999, 
pp. 195–211). 

The domain that deals with recognizing user 
emotional states in human-computer interaction 
(HCI) is affective computing (Picard, 2003, pp. 
55–64). Affective computing has developed methods 
for recognizing human affect, which all differ on 
their input information channels, output labels or 
representation models, and classification methods. 

Although a number of emotion recognition algo-
rithms are known, the question of their applicability 
in monitoring educational processes remains open. 
This paper aims to investigate this issue and evaluate 
the applicability of emotion recognition techniques 
in e-learning process analysis. During the last 2 years, 
a series of experiments was undertaken at Gdansk 
University of Technology, aiming to monitor emotions 
in educational contexts. These experiments involved 
the observation of users performing e-learning tasks 
in a laboratory setting. Multiple observation input 
channels were recorded and analyzed using emotion 
recognition techniques. We noticed that the availabil-
ity and value brought by specific observation channels 
differ a lot, depending on the educational task or even 
the learner. The methods differ also on compatibility, 
robustness to noise and subjectivity. In the literature, 
we found no clues for choosing a particular observa-
tion channel for monitoring affect in education. This 
paper presents a cross-analysis of three experiments, 
performed from the perspective of the availability 
of observation channels and the value provided for 
monitoring affect in education. The paper summa-
rizes the lessons learned. The research question of 
the paper is formulated as follows: Which observation 
channels used in emotion recognition are available, robust 
and valuable, in the educational context?

This paper is organized as follows: the background 
section reports on previous research on affective 
learning and affective methods. The research methods 
section includes the operationalization of variables 
and a description of the experiments. The study results 
section presents an analysis of the affect recogni-
tion methods investigated in these experiments and
a comparison of those methods based on defined cri-
teria. The summary of lessons learned and discussion 
section provides a summary of the results and some 
discussion, followed by the conclusion.

Background

Works that are related to this research fall into 
three categories: 

(I) studies on emotional states in learning pro-
cesses, 
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(II) research on affective computing methods, 
including emotion recognition, representation 
and processing by intelligent software, 

(III) studies on affective learning supported with 
emotion recognition technologies.

(I) There are multiple studies on how emotional 
states influence the learning process and many of them 
precede automatic affect recognition technology. The 
findings from this literature constitute the background 
for our analysis and can be formulated as follows:

• emotional states of very high or very low 
arousal (both positive and negative valence) 
disturb learning processes (Elliott et.al., 1999, 
pp. 195–211),

• educational processes are supported by states 
of engagement, concentration and flow (Klein 
& Picard, 2002, pp. 141–169; Baker, 2007, 
pp. 1059),

• different emotional states support different 
learning tasks (Kapoor, Mota, & Picard, 2001, 
pp. 2–4),

• slightly negative states are better than positive 
ones (surprisingly, negative states foster critical 
and analytical thinking) (Baker, 2007, p. 1059; 
Ben Ammar, Neji, Alimi, & Gouardères, 2010, 
pp. 3013–3023),

• emotional states with a higher dominance factor 
support the learning process (moderate anger is 
better than fear in an educational environment) 
(Ben Ammar et al., pp. 3013–3023; Hone, 2006, 
pp. 227–245). 

(II) The literature on affective computing tools is 
very broad and has already been summarized sev-
eral times, for example by Zeng et al. (Zeng, Pantic, 
Roisman, & Huang, 2007, p. 126) or by Gunes et al. 
(Gunes & Schuller, 2013, pp. 120–136). Here the most 
relevant literature findings related to emotion recogni-
tion are summarized below:

• Emotion recognition methods might be based 
on diverse input channels (and not all of them 
are available in the target e-learning environ-
ment). One can distinguish algorithms based on 
visual information processing (Zeng et al., 2007, 
p. 126; Binali, Potdar, & Wu, 2009, p. 259–264; 
Bailenson et al., 2008, pp. 303–317), algorithms 
based on body movement analysis (Zeng et al., 
2007, p. 126; Boehner, Depaula, Dourish, & 
Sengers, 2007, pp. 275–291), algorithms based 
on text analysis (Maria & Zitar, pp. 695–716; 
Neviarouskaya, Prendinger, & Ishizuka, 2009, 
pp. 278–281; Binali et al., 2010, pp. 172–177; 
Ling, Bali, & Salam, 2006; Li & Ren, 2008), algo-
rithms based on voice signal processing (Elliott 
et al., 1999, pp. 195–211), algorithms based on 
standard input device usage pattern process-
ing (Kołakowska, 2013), and algorithms based 
on physiological measurement interpretation 
(Bailenson et al., 2008, pp. 303–317; Picard & 
Daily, 2005; Wioleta, 2013, pp. 556–561).

• The emotion recognition techniques provide 
results in diverse models of emotion represen-
tation: a valence-arousal dimensional model 
(Yik, Russell, & Barrett, 1999, pp. 600–619), the 
PAD (pleasantness-arousal-dominance) model 
(Mehrabian, 1996, pp. 261–292) or Ekman’s 
six basic emotions (Scherer & Ekman, 1984) 
model, extended by neutral state. Some emo-
tion elicitation algorithms provide results as a 
single label pair (e.g., stress-no stress). 

• Emotion recognition algorithms differ sig-
nificantly in emotion recognition accuracies 
and granularity. The most accurate results are 
usually obtained for two-class recognition. An-
other approach to increase accuracy is using a 
combination of the observation channels and 
fusing the results. 

• All input channels are susceptible to distur-
bances and the applicability of emotion rec-
ognition might be significantly influenced by 
that fact. For example, emotion recognition via 
facial expressions is susceptible to illumination 
conditions and occlusions of parts of the face 
(Landowska, 2015, pp. 1–9). Using a combina-
tion of observation channels is also an option 
for addressing this issue.

• All emotion recognition techniques are based 
on observable symptoms of affective states. 
The symptoms (e.g., facial expressions) might 
have a major drawback – they could be to some 
extent controlled by humans and therefore the 
recognition results might be intentionally or 
unintentionally falsified (Landowska & Miler, 
2016, pp. 1631–1640).

• Self-reports on emotions, although subjective, 
are frequently used as a “ground truth”. The 
second approach from the literature is multi-
channel observation and consistency checks 
(Bailenson et al., 2008, pp. 303–317). A third 
approach is manual tagging by qualified observ-
ers or physiological observations.

These findings influenced the decisions on the 
design of the experiments described in this study, 
especially the use of more than one observation 
channel.

(III) The combination of affective learning and af-
fective computing is not new, as affective computing 
researchers often apply their methods in the learning 
process analysis. The most spectacular application 
scenarios include examples of affective learning 
companions and affective tutors; however, the af-
fect-awareness mechanisms might be much simpler. 
Moreover, lots of methodological and didactic findings 
are achieved by means of technology-enhanced learn-
ing monitoring (Landowska, 2013, pp. 16–31). The 
unquestionable achievement of affective computing 
is research on the states of frustration and flow and 
on emotional states in different types of educational 
tasks (Maria & Zitar, 2007, pp. 695–716). However, 
the research usually focuses on one perspective or 
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one emotional state only, e.g., only on frustration or 
only on boredom (Bessière, Newhagen, Robinson, & 
Shneiderman, 2006, pp. 941–961; Scheirer, Fernan-
dez, Klein, & Picard, 2002, pp. 93–118; Ang, Dhillon, 
Krupski, Shriberg, & Stolcke, 2002, pp. 2037–2040). 
The concept of concentration or flow states (effective 
states) as an oscillation between boredom and frustra-
tion (ineffective states) is the most popular approach 
in studying e-learning processes. For example Woolf, 
Burleson, and Arroyo (2009) proposed a set of useful 
cognitive-affective terms scales for emotion labeling 
dedicated to learning processes. The states were 
additionally assigned with a numeric representation 
of desirability in educational processes (for example 
concentration was rated 2 – highly desirable’, while 
boredom was rated 0 – ‘not desirable’) (Woolf et al., 
2009, pp. 129–164). 

As far as we are aware, there is no systematic review 
of emotion recognition methods summarizing applica-
bility in monitoring e-learning processes. Moreover, no 
criteria have been defined to choose among competi-
tive solutions for emotion recognition.

Research method

Within the study of emotion recognition in e-learn-
ing processes monitoring, three quasi-experiments 
were undertaken. The experiments were held at Emo-
tion Monitor stand at Gdansk University of Technology. 
The stand is a configurable setting allowing for the 
multi-channel observation of a computer user (Land-
owska, 2015, pp. 75–80). Based on the experiments’ 
results, the criteria for evaluation of applicability were 
selected and analyzed. 

Emotion observation channels evaluation criteria
The observation channels used in each experiment 

were evaluated. The general research question on the 
availability and value of emotion observation channels 
was distilled into five criteria, provided below. 

1. Availability – this represents the degree to 
which an emotion recognition technique based 
on a particular observation channel is available 
in the application context. E-learning can occur 
in various locations (e.g., at school/university, 
at home, or outdoors) and with diverse models 

(e.g., synchronous, asynchronous). Both the 
location and model influence the availability 
of observation channels. Moreover, the avail-
ability of the channel might also be task-de-
pendent (that is, in one task a channel might 
be available and in another it might not, e.g., 
textual input) or user-dependent (e.g., a user 
might not have a camera or might switch it off). 
The availability metric in this study is assigned 
the following values: AV – channel available, 
NA – unavailable, TD – task-dependent or UD 
– user dependent.

2. Robustness – this represents the degree to 
which an observation channel can handle distur-
bances in the context of e-learning. All channels 
are susceptible to disturbance; however, some 
might be more or less likely to be disturbed in an 
e-learning environment. The robustness metric 
is rated on a scale of low–medium–high, where 
a higher score is better. 

3. Compatibility – this represents a factor of match 
between the emotional states under investiga-
tion and the emotional states provided by the 
emotion recognition tools. According to related 
work on affective learning (summarized in back-
ground section), the most frequent subject of 
interest in e-learning is the state of flow as an 
oscillation between boredom and frustration 
(see Figure 1). The emotion recognition tech-
niques provide outputs with diverse emotion 
representation models, which are more or less 
compatible with the point of interest in e-learn-
ing. The compatibility factor is rated on a scale 
of low–medium–high, where a higher score is 
better. 

4. Independence on human will is an important 
factor, if one wants to use the emotional states 
as an additional source of knowledge on the 
subjective internal cognition of systems. The 
emotion recognition techniques differ signifi-
cantly in independence (e.g., self-report is the 
most dependent on human will and is also 
susceptible to intentional and unintentional 
falsification). The independence factor is rated 
on a scale of low– medium–high, where a higher 
score is better.

Figure 1. Representation of flow as a state between frustration and boredom

Source: Landowska (2016).
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5. The convenience factor measures the influence of 
an emotion recognition application on e-learning 
processes. Environmental changes introduced by 
applying emotion recognition should not disturb 
or interfere with learning itself. Some emotion 
recognition techniques blend naturally into an 
e-learning environment, while others can signifi-
cantly disturb a user. The scale for convenience 
used in this study is low–medium–high, where 
a higher score is better.

Experiment 1. Learning via playing educational game
The aim of this experiment was to investigate 

emotional states during learning using an educational 
game (Landowska & Miler, 2016, pp. 1631–1640). A 
game on IT project management, called GraPM, was 
chosen mainly due to the availability of the target 
group. The target group of the game is computer sci-
ence students and study participants were recruited 
from this group. Full randomization of the participant 
selection was not possible (only volunteers took part 
in this study), and therefore the study was a quasi-
experiment. The participants were asked to play a 
game several times and both their emotional state 
and educational outputs were measured. From the 
perspective of this study, the most important aspect 
is the type of emotion recognition channel used: facial 
expressions, self-report, and physiological signals. 
Details for the channel input data analysis for all three 
experiments are provided in section Data processing 
and analysis methodology. 

Ten participants took part in a study and the record-
ing sessions lasted for 40-90 minutes. The following 
conclusions regarding the applicability of emotion 
recognition from the channels to monitoring educa-
tional activities were found.

1. The observation channels were susceptible to 
disturbances. Facial expressions were suscepti-
ble to occlusions of the face (e.g., moustache, 
glasses, hand near the face, or atypical haircuts) 
and camera location. Physiological signals were 
disturbed by keyboard typing and other bodily 
movements. 

2. The availability of observation channels for 
emotion recognition might be user-dependent 
– some of the participants did not want to have 
their facial expressions recorded. Moreover, 
some people draw their face closer to the screen 
when reading details (possibly due to sight 
problems), making a face only partially visible 
in the camera above the monitor.

3. The emotion recognition methods used provid-
ed estimates of emotional states, with diverse 
representation models and diverse accuracy. 
We decided to use multiple observation chan-
nels hoping to fuse them afterwards to achieve 
more accurate results. However, fusion was not 
possible due to the diversity in emotion repre-
sentation models used by the solutions. Facial 
expression analysis software provided results 
that almost exclusively fall into Ekman’s six 

emotions model; the self-report used the most 
popular questionnaire, the Self-Assessment-
Manikin, which provides a Pleasure-Arousal-
Dominance model; and physiological signals 
provided information on arousal only.

4. The emotion elicitation techniques provided 
contradictory results. We compared the valence 
from facial expressions (mapped from Ekman’s 
six basic emotions) to the self-report and com-
pared the arousal obtained via physiological 
parameters with the self-report and found low 
correlation between all of these. Based on the 
experimental results, it was hard to determine 
which estimates were actually correct. Another 
issue is timing: the self-report is captured spo-
radically (between tasks), while other measure-
ments are almost continuous (captured several 
to hundreds of times per second, independently 
of the task duration). 

Experiment 2. Learning with a Moodle course
The aim of this experiment was to investigate 

emotional states while using a Moodle course with 
diverse activities. Three Moodle activity types were 
employed: watching a lecture (slide show with nar-
ration), completing a quiz, and adding a forum entry 
on a pre-defined subject. There were 10 participants 
recruited from computer science students; the course 
subject was “IT strategies”. 

The experiment design was modified according to 
the observations from the first experiment. One of 
the main changes was the simultaneous use of four 
cameras for recording facial expressions. The four 
cameras were used in order to overcome the challenge 
of a face moving out of the camera frame. Sentiment 
analysis of textual input was added as a new observa-
tion channel for this study. Self-report (between-task) 
and physiological measurements were also employed. 
The following conclusions regarding the applicability 
of emotion recognition from the channels to monitor-
ing educational activities were found:

1. The availability of some emotion observation 
channels is task-dependent. For example, senti-
ment analysis depends on whether or not a task 
is writing-based. Moreover, the occurrence of 
facial expressions differs for passive versus ac-
tive tasks. More mimicking activity is observed 
in passive tasks (e.g., watching a lecture) than 
for taking a quiz. According to our observations, 
the more a person is focused on a task, the fewer 
facial actions are observed.

2. A sentiment analysis of textual inputs should 
be based on free-text or opinion-like texts only 
(the textual inputs on a given subject in this 
experiment were usually neutral).

3. Physiological signals only provide information 
on the fluctuation of arousal and not on the va-
lence of an emotional state. The differentiation 
of boredom and frustration based on physiol-
ogy is weak – we might observe a participant’s 
arousal rise due to positive emotions.
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4. Self-report is the most dependent on human 
will and should be confirmed via another ob-
servation channel. Moreover, our observation 
is that there is no good timing for self-report: 
when disrupting the task, it influences the 
process we are monitoring. When self-report 
is used between tasks only, we might only get 
temporal information, which might not reflect 
the perception of the entire task.

5. The location of the camera is a crucial factor 
influencing recognized emotional states. There 
were observable discrepancies between the 
emotions recognized based on the data from 
each of the four cameras. As camera location 
in a learning environment is user-dependent, 
the observations made on the basis of facial 
expressions analysis must take that into ac-
count.

Experiment 3. Learning with online tutorials
The aim of this final experiment was to investigate 

emotional states while learning via watching video 
tutorials. Video tutorials, such as those published on 
YouTube, are a popular form of gaining knowledge 
on how to use specific tools, perform certain tasks, 
or even play games, especially among the younger 
generation (Landowska, Brodny, & Wróbel, 2017, 
pp. 383–389). We chose the tool Inkscape for the 
participants to learn, and three tutorials of varying 
difficulty were selected for the experiment. There 
were 23 participants and each session lasted for 
40–90 minutes. 

During the study, data were collected from the 
following observation channels: facial expression 
recordings (two cameras located below and above 
the monitor), sentiment analysis of opinion-like text, 
and self-report. Physiological signal measurement 
was not used. Another new observation channel was 
included: behavioral characteristics derived from key-
stroke dynamics and mouse movement patterns.

The main observations from the study regarding 
the observation channels include following:

1. The availability of camera recordings in an 
e-learning environment is acceptable; further, 
the upper camera (above monitor) availability 
is better than for the location below the moni-
tor. Moreover, when one camera recording is 
unavailable, recording from the second one is 
usually available.

2. When using two cameras, the inconsistency 
of emotion recognition is relatively high. The 
lower camera tends to overestimate surprise, 
while the upper one tends to overestimate 
anger. 

3. Opinion-like textual inputs are appropriate for 
sentiment analysis; however, opinions are usu-
ally close to neutral in experimental settings. 

4. The peripheral (mouse, keyboard) usage pat-
terns reveal information on affect of low granu-
larity and accuracy, and should be combined 
with other observation channels.

Data processing and analysis methodology
The processing and analytical techniques de-

pend mainly on the input channel used for emotion 
 recognition. The data gathered from the experiments 
included the following:

• facial expressions (videos),
• textual inputs by users,
• self-reported emotional states (before/after task 

completion),
• behavioral data from peripheral usage,
• physiological data (skin conductance, blood-

volume pulse, respiration).
The data were processed by algorithms that au-

tomatically recognize emotions based on the input 
channels. For facial expression analysis, we used three 
algorithms. Two of the algorithms are off-the-shelf 
solutions: Noldus FaceReader and QuantumLab Ellen. 
Another algorithm is a homemade solution based on 
neural networks and the Luxand library. The solutions 
provided a time-series of estimated emotional states 
represented by a vector of basic emotions, where 
each emotion was assigned a number between 0 and 
1, indicating the recognized intensity of the emotion. 
Some algorithms provide additional data, like the 
angle of the face towards a camera, or recognized 
occlusions, while none provides an indication of the 
recognition confidence. 

Textual inputs are analyzed using sentiment analy-
sis algorithms. There are two solutions we analyzed 
the texts with: 

1. a rule-based algorithm, that was designed for 
opinion-mining on learning activities and 

2. a more general algorithm for sentiment analysis 
that is based on lexical analysis and a dictionary 
of affect-annotated words. 

The first solution only works for opinions about 
learning activities, while the other solution might be 
used for mining sentiment in diverse textual inputs, 
but is also less accurate. The rule-based algorithm 
provides a set of phrases that were represented in the 
text, e.g., “interesting subject” or “helpful teacher”. 
The more general algorithm provides a sentiment 
value of the sentence or a phrase based on words 
found in an affect-annotated dictionary; the result is 
provided in a representation model that the dictionary 
is annotated with. As textual inputs were provided in 
Polish, three Polish lexicons were used: NAWL, SentiD 
and ANPW. 

As there is no “ground truth” for a person’s emo-
tional states, self-reported emotional states might 
be used as labels, and that approach was used in the 
analysis of the data from these experiments. 

Peripheral usage was stored as a series of key-
strokes and mouse movements and raw data had to 
be processed to more general metrics. The metric for 
using keyboard included the ones based on frequency 
of keystrokes and time-based metrics (e.g., flight time, 
delays). Mouse analysis requires a three-step analysis. 
First, the detailed data on separate movements and 
key presses is combined to form complex movements 
like “drag’n’drop”. Then, the metrics are calculated for 
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discrete time periods, such as velocity or acceleration. 
Finally, the temporal metrics are analyzed using sta-
tistical descriptive metrics (min/max values, averages, 
standard deviations, etc.). 

Raw physiological data recorded by Thought Tech-
nology coder were exported as time series files with a 
pre-defined frequency. The data were gathered using 
diverse frequency rates (16Hz-2kHz); while exporting 
them, the highest frequency rates were used (2kHz). 
The data were re-calculated using Biograph Infinity 
tool to reveal the heart rate from the blood-volume 
pulse and respiration rate via skin conductivity. The 
heart rate, respiration rate and skin conductance were 
analyzed, using a person-specific baseline in order to 
find changes in the signals that indicate a change in 
arousal. In most the cases, changes in the signal reflects 
a stimuli, but some peaks are hard to interpret.

All time series derived from diverse input channels 
were then analyzed using statistical approaches (de-
scriptive statistics, correlation measures, and recogni-
tion methods based on machine learning, providing 
that labels are assignable).

Study results

The emotion recognition input channels were 
analyzed from the perspective of applicability in user 
experience evaluations, using the criteria defined in 
section Emotion observation channels evaluation criteria.

Availability
As availability differs depending on the context of 

the e-learning process, the following contexts were 
considered: 

1. a user learning at home, in an asynchronous 
mode, 

2. a learner taking part in a virtual classroom meet-
ing, 

3. learning in a computer lab at school/at univer-
sity, 

4. learning outside, via a mobile device; 
5. monitoring e-learning processes in an experi-

mental setting. 

The experimental setting is the easiest way to 
monitor e-learning processes with emotion recogni-
tion channels, but, even in this context, the availability 
of some channels is dependent on the performed 
task. The availability of the channels in each context 
is summarized in Table 1. The last column contains 
the availability in an experimental setting, while the 
other columns contain an anticipated availability in 
diverse environments where e-learning might occur: at 
a home desk (asynchronous or synchronous learning), 
in a computer lab, or outside, using mobile devices (a 
ubiquitous learning model).

Self-reporting is always available, as a questionnaire 
on affect can be added anywhere within the learning 
path. The technique has drawbacks, which are dis-
cussed below. In any context, some of the techniques 
might be temporarily unavailable as they depend 
on which task is being currently performed. Most 
asynchronous learning activities happen in silence; 
therefore, speech analysis might be a difficult option 
to use. When performing passive tasks like listening 
or watching, sentiment analysis and peripherals usage 
patterns are also not available. There are also input 
channels, for which availability is user-dependent, i.e., 
facial expression analysis or speech prosody. A camera 
or microphone might be not available at the learner’s 
home desk, their network throughput might be too 
limited to carry video signal, and the user has the 
right and ability to switch the camera/microphone off. 
Tracking of the peripheral devices should be, for ethi-
cal reasons, performed with informed consent, which 
implies unavailability in the case when the user does 
not give consent. There are studies on the perceived 
disturbance of observation channels and the level of 
disturbance depends significantly on the context of use, 
with higher disturbance levels found in home environ-
ments (Landowska & Brodny, 2017, pp. 26–41). 

Physiological measurements are usually available in 
the controlled contexts of experimental settings. How-
ever, technological progress might solve this problem, 
as smart devices measuring physiological signals like 
heart rate or skin conductance are currently being 
developed and introduced into the market.

Table 1. Availability of emotion monitoring input channels in e-learning contexts 

Emotion elicitation channel

Context

Home desk, 
asynchronous 

model

Home desk,
virtual 

classroom 

Computer 
laboratory Mobile learning Experimental 

setting

Self-report AV AV AV AV AV

Facial expression analysis UD AV AV UD AV

Peripherals usage patterns TD, UD TD, UD TD TD, UD TD

Prosody of speech* TD, UD AV TD TD TD

Sentiment analysis TD TD TD UN TD

Physiological measurements UN UN UN** UN** AV

(AV – available, TD – task-dependent availability, UD – user-dependent availability, UN – unavailable, * – channel not used in the 
experimental setting, ** – availability might change with upcoming technologies)
Source: own study.
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In the experiments performed and reported in this 
study, the following emotion elicitation techniques 
were used: self-report, facial expression analysis, 
peripheral usage patterns, sentiment analysis and 
physiological measurements. Speech prosody was 
not analyzed, as there was no task where voice com-
munication was employed. 

While considering emotion elicitation techniques 
for a specific e-learning context, the availability of the 
observation channel is the first factor to consider. For 
example, in a design of the online educational game 
GraPM (Landowska & Miler, 2016, pp. 1631–1640), 
the only available emotion observation channel was 
the facial expression analysis. If more channels are 
available, other criteria may be considered.

Robustness, compatibility, independence 
and convenience

All emotion elicitation channels are susceptible to 
some disturbance that limits the practical applicabil-
ity in an e-learning context, even though a channel is 
available. Applicability was distilled into robustness, 
compatibility, independence and convenience crite-
ria, as defined in section Emotion observation chan-
nels evaluation criteria. A summary of the techniques 
comparison is provided in Table 2, while justification 
for the scores, based on observations from the experi-
ments, follows.

Robustness to disturbance is high for self-report 
only – there are few sociological phenomena that 
might influence self-reported emotional states; how-
ever, for most e-learning contexts, the self-report is 
robust against disturbance. For the video channel, 
robustness is relatively low, as the channel suffers 
from insufficient or uneven illumination conditions 
and face occlusions (facial hair, atypical haircuts, 
glasses, or even a hand near the face), which are 
typical conditions for a user learning at home. In the 
first experiment, emotion recognition from facial 
expressions was available on average 77% of the time 
(measured by the number of frames for which emotion 
recognition was available against the total number of 
frames), with variations among users from 42% to 100% 
availability. In the second experiment, the average 
availability reached 89% of the time, with variation 
among participants from 59% to 99% of the time. In 

the third experiment, the availability was higher with 
an average of 84% of the time and variability of 43–98% 
(depending on the user). The availability was enhanced 
with the use of two cameras in the third experiment 
and four cameras in the second experiment.

Peripheral usage patterns, which were used as an 
emotion elicitation technique in the third experiment, 
were significantly task-dependent. They might be used 
for comparing emotional states within the same task; 
however, comparison among tasks is difficult. As both 
mouse movements and keystrokes are analyzed, the 
recognition results suffer from the temporal unavail-
ability of one of the input types. In the first experiment, 
which was based on a game, keyboard data were una-
vailable, as users mainly used the mouse for controlling 
the game. In the second experiment, which was based 
on a Moodle course, the passive activities (watching 
and listening) did not provide any keyboard/mouse 
entries, whereas the active parts of the course mainly 
provided mouse patterns. Due to the missing keyboard 
entries, the analysis of peripheral usage patterns was 
limited. Moreover, another complication might be im-
posed, while using this type of analysis at a learner’s 
home desk – the patterns are dependent on keyboard 
and mouse types, and therefore comparability among 
participants might be limited.

Sentiment analysis is available for text-based tasks. 
However, only free-text inputs should be analyzed, as 
topical answers rarely reveal sentiment. In the third 
experiment, the user was periodically asked to input 
an opinion into a text field of a certain length and the 
results were inconclusive. Spontaneous entries, for 
example in online forums, might reveal more informa-
tion on sentiment.

Physiological measurements, which were used in 
the first and second experiments, are easily disturbed, 
as most of the sensors are located on the fingers, 
sometimes even on the finger tips. In an e-learning 
context, the learner is using a computer or another 
device, which operated by hand; therefore, typing 
and hand gestures introduce significant disturbance 
to measuring physiological signals. 

Compatibility represents a factor of match between 
the emotional states under investigation and the emo-
tional states usually provided by emotion recognition 
tools. If state of flow is to be detected, no emotion elici-

Table 2. Emotion monitoring input channels in e-learning contexts – comparison (high–medium–low scale was used with the 
higher value indicating better applicability in an e-learning context)

Emotion exploration 
technique

Robustness
to disturbances 

Compatibility
with e-learning

Independence
on human will

Convenience
in e-learning

Self-report High Medium Low Medium

Facial expression analysis Low Low Medium High

Peripherals usage patterns Medium Medium High High

Speech prosody* Low High High Medium

Sentiment analysis Medium Medium Low High

Physiological measurements Low High High Low

Source: own study.
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tation technique can directly provide such an output. 
Some of the input channels might reveal information 
about arousal (physiology, prosody), which might be a 
good differentiator between boredom and frustration. 
Some information on arousal might be derived from 
peripheral usage pattern and sentiment analysis. The 
boredom and frustration states might be also asked 
directly in a self-report. Well-established questionnaires 
for emotion retrieval (e.g., the Self-Assessment Manikin 
[Bailenson et al., 2008, pp. 303–317]) or adjective lists 
(Strapparava & Valitutti, 2004, pp. 1083–1086) are 
only partially transferrable to a boredom-frustration 
model. Emotion recognition from facial expression 
analysis is usually based on the FACS model and pro-
vides output as a combination of six basic emotions 
(joy, anger, disgust, sadness, surprise, and fear) and 
a neutral state. The emotion representation model is 
incompatible with the one required in e-learning, as it 
is hard to represent boredom with Ekman’s six basic 
emotions. In the experiments, facial expression analysis 
was used, but a mapping to valence-arousal model had 
to be applied, adding an additional factor of mapping 
accuracy to overall uncertainty about the recognized 
emotional state. 

Independence on human will is another factor that 
should be taken into account when choosing an emo-
tion elicitation technique. People behave differently 
when they know they are being observed, and that 
fact might influence the emotion elicitation results. 
The channels that are highly controllable by humans 
include self-reported states and textual inputs. Facial 
expressions are to some extent controlled and might 
be intentionally falsified. The channels that are hard 
to control by an individual include physiological meas-
urements, prosody, and peripheral usage patterns. 
If an emotion elicitation channel is susceptible to 
intentional or unintentional falsification, an advisable 
approach, which was applied in the experiments, is to 
use more than one observation channel, including the 
ones that are less dependent on human will.

Last but not least, the convenience factor measures 
the influence of emotion recognition application on 
e-learning processes. Some emotion recognition tech-
niques blend naturally into an e-learning environment, 
especially when using a computer setting: peripheral 
usage patterns, facial expression analysis and sentiment 
analysis are among the most convenient approaches. A 
word of warning must be given about the self-report, 
which is only partially natural and might interrupt a 
state of flow, if timing is not carefully considered. Im-
agine any system asking for an emotional state every 
minute – the focus and concentration on an educational 
task would be constantly interrupted. On the other 
hand, if an emotional state is reported in large time in-
tervals (e.g., once every few hours), it might not reflect 
the emotions occurring during the entire period, just 
last (best remembered) time. In our experiments, emo-
tions were reported after each task, and the interval 
depended on task duration as well as user efficiency. 
As a result, the time interval between consecutive 
self-reports varied from 5 minutes to over an hour. 

This limitation is hard to overcome in an e-learning 
context and priority should be given to educational task 
efficiency over emotion elicitation precision.

For virtual classrooms (synchronous learning us-
ing an audio channel), prosody analysis might be 
convenient. Physiological measurements are usually 
incompatible with the e-learning process of using a 
computer, as sensors might disturb the user while they 
operate a keyboard, mouse or touch screen. 

Summary of lessons learned 
and discussion

The results of the experiment analysis are sum-
marized with the following statements:

• Multiple observation channels can be used in 
monitoring e-learning processes: self-reported 
states, facial expression analysis, peripheral 
 usage patterns, prosody, sentiment analysis, and 
physiological measurements; the main criteria 
remains availability in a specific setting.

• There is no best method for emotion elicitation 
in an e-learning context. The channels that are 
available have other drawbacks (e.g., limited 
robustness to disturbance, or low compatibility 
of the output model of emotions).

• The availability of input channels that can be 
used in emotion recognition is often limited 
and also task- and user-dependent. 

• The choice of observation channels for moni-
toring e-learning processes should be based on 
following criteria: tasks to be performed, setting 
for observation (available equipment), required 
additional consent for affect recognition, and 
robustness to disturbance.

• The self-report, although always available, is 
the most subjective channel and should be 
supported with another observation channel 
for credibility.

• Priority should be given to the efficiency of 
the e-learning process and not to monitoring 
activities. Therefore, the observation should be 
as unobtrusive as possible, making convenience 
an important matter to consider.

Based on our experience, it is possible to moni-
tor educational processes with affective computing 
methods. This study revealed the advantages and 
disadvantages of emotion observation channels from 
the perspective of their usefulness in monitoring 
educational processes. A practical implication of the 
study is that the selection of observation channels 
should be tailored to what is needed (what processes 
are monitored, what emotions are fostering or sup-
pressive), what channels are available (whether the 
availability depends on the user and task) and whether 
observation will affect the observed process (this fac-
tor is often overlooked in planning). An analysis of the 
literature shows that a single channel of observation 
is usually used, without much reflection on its limita-
tions. Having a tool for analyzing emotions from facial 
expressions does not mean that the data received from 
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it will be valuable for the purpose of the study. While 
applying automatic emotion recognition in e-learning, 
one must be aware of the limitations of the methods 
that are currently available. 

We are aware of the fact that the presented study 
has some drawbacks. The experiments are not re-
ported in detail, as two of them were previously re-
ported (Landowska & Miler, 2016; Landowska, Brodny, 
& Wróbel, 2017), although in different context. This 
paper summarizes the lessons learned while applying 
automatic emotion recognition to monitoring e-learn-
ing processes, rather than reporting detailed data. 
The assignment of labels related to certain criteria 
(apart from robustness) is subjective and based on our 
experience. Moreover, not all observation channels 
were applied in all three experiments – e.g., prosody 
was not used, as there was no speaking activity within 
the educational process being monitored. The channel 
has been included in the analysis, as it might be used; 
however, the criteria for that channel were evaluated 
by anticipation rather than experimental results.

Conclusion

Teachers know well that emotions are a crucial 
component of successful education. There are learn-
ers who, despite high intelligence and potential, fail 
in accomplishing their learning activities. Goleman 
(2006) proposed the term ‘emotional intelligence’ to 
name a phenomena of affect influence on human ef-
fectiveness in life. Self-sustainability and motivation 
play a crucial role in accomplishing e-learning activi-
ties. The presented experiments allowed us to apply 
multiple observation channels in monitoring affect 
during e-learning activities. An affective analysis of a 
learning process might be used in observing the qual-
ity of educational design in systems and resources. 
Moreover, online analysis, provided to an online tutor 
might help him or her to address the fluctuation of 
motivation and concentration in learners. The emotion 
recognition techniques are applicable to e-learning; 
however one should be aware of the limitations of 
these techniques. We are planning more experiments 
to monitor synchronous activities.
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