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Abstract. This paper presents an approach to bee detection in video
streams using a neural network classifier. We describe the motivation
for our research and the methodology of data acquisition. The main
contribution to this work is a comparison of different color models used
as an input format for a feedforward convolutional architecture applied
to bee detection. The detection process has is based on a neural binary
classifier that classifies ROI windows in frames taken from video streams
to determine whether or not the window contains bees. Due to the type of
application, we tested two methods of partitioning data into training and
test subsets: video-based (some video for training, the rest for testing)
and individual based (some bees for training, the rest for testing). The
tournament-based algorithm was implemented to aggregate the results of
classification. The manually tagged datasets we used for our experiments
have been made publicly available. Based on our analysis of the results,
we drew conclusions that the best color models are RGB and 3-channeled
color models: RGB and HSV are significantly better than black & white
or the H channel from HSV. AQ1
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1 Introduction

One of the important factors in bee farming is an evaluation of the colonie’s
strength. Usually, it is performed by a beekeeper who, during hive inspection,
estimates the number of bees that occupy each of the frames. This method
requires opening the hive each time it is done, so it is invasive and of course it is
not precise. The estimations may vary depending on the time of the day when
the inspection is performed, as well as on the weather – e.g. during a sunny day
there can be less bees in the hive as some of them would be out collecting pollen.

In our research we aim to provide more objective measures for evaluating the
strength of a bee colony. Our method is based on the automatic counting of bees
flying in or out of the hive, evaluated on videos recorded by a mobile camera. This
c© Springer Nature Switzerland AG 2019
G. Fahrnberger et al. (Eds.): ICDCIT 2019, LNCS 11319, pp. 1–14, 2019.
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2 J. Dembski and J. Szymański

task requires a bee detection system that allows us to analyze a video stream.
The detection process itself is based on a machine learning approach that scans
an entire image using a scanning window from left to right, top to bottom,
and for different window scales. In our approach, we use a binary classifier that
distinguishes windows containing bees from windows without bees.

The bee-detection system allows us to measure correlations between bee
activity and e.g. weather, as well as open new possibilities for the automatic
analysis of bee behavior, e.g. tracing bees at a hive’s entrance to detect move-
ment patterns [1].

Our approach employs a mobile RGB camera that is placed at the hive’s
entrance. Then, a recorded video is analyzed using a dedicated algorithm that
enables us to detect bees contained in frames of the video. The results presented
in this paper show that the proposed neural network architecture is useful for
the task of bee detection. We also publicly provide the dataset that we manually
tagged to construct our model.

This paper is constructed as follows: in the next section we give a brief
overview of the research and open source projects that use computers for ana-
lyzing bee activity. Section 3 describes our data acquisition process: the envi-
ronment in which we recorded videos and the method for manually tagging the
video-frames used as training data for the construction of our classifier. Section 4
describes the usage of different color models for classification algorithms. The
classification results have been aggregated using the tournament method pre-
sented in Sect. 5. We performed a series of experiments presented in Sect. 6.
The results of these experiments show that the proposed approach is useful and
can be implemented in a real-world commercial application. We discuss possible
extensions of our system and further work in the last section.

2 Automatic Analysis of Bee Activity

In this section we present current works in areas related to the subject of this
paper. First, we present projects that aim to automate the process of analyzing
bee behavior, with a focus on bee detection and the usage of neural networks
with bee-related data.

Human interest in bee farming has a long history. The knowledge gathered
during the ages allows us to better understand bee behavior, however a lot is still
unknown. In recent years, technological progress has given us additional tools
for more detailed environment monitoring [2] and gives us a closer look at the
life of bees. The usage of smart sensing technologies and algorithms that analyze
data from sensors allows us to draw new conclusions on bee behavior [3]. As
the application of Information Technology for environment monitoring rapidly
grows, we can find more and more research that employs computers for analyzing
different aspects of a bee’s life [4]. Below we present some of the research that
focuses on bee detection.

Automatic image analysis has been employed for bee larvae detection. The
authors of the research employ deep learning convolutional networks that, as is
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Bees Detection on Images 3

reported, is able to segment a frame containing a bee and differentiate empty
cells and that with the laves to a high degree of accuracy. The project does not
contain an in-depth description of the methods used in the form of publication,
but it offers its code as open source1.

The analysis of recorded bee sounds allows us to construct a classifier that
indicates presence or absence of the bee queen in a hive. This is our initial
project that employs IOT technology for bee farming. It shows that classifying
bee sounds with an SVM [5] and using linear predictive coding [6] allows us to
differentiate between the presence and absence of the queen bee in the hive. A
detailed description of this method can be found in [7].

One of the first approaches for using cameras to detect and track bees at
the entrance of a hive was proposed by Campbell et al. [8]. In this approach
the camera was placed directly over the entrance to the hive. To detect bees
on individual image frames, the authors first subtracted an empty background
image from the current image frame and then found objects that matched with
one of 16 fixed-size elliptic templates. The tracking method from frame-to-frame
is based on bi-partite graph matching [9] on a graph composed of the current
and previous frames’ detections. The system works in a fixed environment and
for every environmental change the algorithm requires additional templates.

The usage of 3D cameras to detect and track bees at the entrance of a hive has
been also proposed by Chiron et al. [10]. Their method segments both the color
and depth portions of images, and then finds bees by matching the segments
with ellipses. In order to track bees across frames, the authors used a mixture of
global nearest-neighbors and Kalman filtering [11]: individual bees were tracked
across frames using the Kalman filter, and global nearest neighbors was used to
track the paths of specific bees.

An approach for analyzing bees on video-data has been presented in “A Deep
Learning Approach to Recognizing Bees in Video Analysis of Bee Traffic”2. The
initial results reported [12] indicate that convolutional networks can be useful
for the task. Unfortunately, the authors do not publicly provide the data used
in their research, which in turn doesn’t allow us to perform a comparison with
our approach.

In another thesis “Fast detection of bees using deep learning and bayesian
optimization”3 an approach is presented for building a vision-based hive moni-
toring system by training three deep learning-based object detection models that
detect bees and predators using fast, region-based convolutional neural networks
(Fast R-CNN). The results achieved on manually a created dataset report an F1
score below 0.5, which is insufficient for commercial applications.

Another project4 aimed at counting bees using an artificial neural network
has been made on Raspberry Pi. The authors use a standard convolutional net-
work trained on half-resolution patches but run against full resolution images.

1 https://github.com/metaflow-ai/hive.
2 https://digitalcommons.usu.edu/cgi/viewcontent.cgi?article=8185&context=etd.
3 https://mspace.lib.umanitoba.ca/handle/1993/32981.
4 http://matpalm.com/blog/counting_bees/.
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The approach has been published as open-source code and the authors claim
it allows them to achieve good results that have been tested on a single hive.
Unfortunately, the results have not been statistically analyzed and they have not
been reported as scientific publication.

A system for the detection, localization, and tracking of honeybee body-
parts from video at the entrance ramp of a hive has been reported in [13].
The approach employs a neural network composed of a first feature extraction
part based on a pre trained VGG16 network [14] that serves as input for two
convolutional network branches: the first branch predicts a confidence map with
one channel per part of interest, and the second branch predicts affinity fields
with one vectorial channel per connection. The proposed system shows very
promising results with over 95entrance, without any prior tracking. It should be
noted, however, that in order for the system to work correctly, it requires that
the camera be placed exactly in the same position and orientation as it had while
training data was acquired.

The problem of bee pose-estimation on single image has been analyzed in [15].
The authors used ConvNet [16] which had previously been employed for human
pose-estimation using a fixed number of body joints. The proposed method
applied to bee pose-estimation handles cases with a varying number of targets,
which allows it to achieve very good results in terms of insect pose-estimation.

The aforementioned mentioned research relating to bee detection does not
provide statistically reliable results nor present any publicly available data that
would allow for the replication of said results. Some of the research only provides
source code without any deeper analysis of the method used or a research paper.
Thus, we propose our own approach that has been presented in detail in this
paper and we have made the dataset we experiment on publicly available.

The continuous monitoring of bee hives requires the system to match two
criteria: speed and accuracy of detection. In the beginning of the 21st century,
the Adaboost algorithm [17] with Haar-like rectangular features [18] seems to be
the best solution for these two criteria, especially in the face of detection tasks
[19,20]. We investigated the usage of these techniques for bee detection and the
results were not satisfactory, probably due to a significant difference between the
domains of face and bee detection, such as a high percentage of blurry images
and a smaller number of details.

In the recent decades, deep learned artificial neural networks with convo-
lutional layers for image classification [21] have been used thanks to a greater
generalization measured by the accuracy of test example classification, as well
as better hardware allowing for faster calculation speed.

In recent years, newer ideas such as specialized network structures consist-
ing of CNNs have been developed for object detection. One such idea is the
region of interest (ROI) extraction from the whole image using very little cal-
culation. Another method uses multitask learning connected with region-based
CNN (R-CNN) [22] in which at the output of the CNN two kinds of informa-
tion are presented: object probability and object position in the ROI area. Yet
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Bees Detection on Images 5

another idea uses pixel-wise segmentation [23] in which every pixel in an image
is classified as belonging to an object or not.

3 Data Acquisition

For building our classifier we use 13 videos, each approximately 40 s long. Each
video was shot during sunny weather using a mobile device camera without a
tripod or any additional equipment. The videos capture a bee hive from different
perspectives and different distance from the hive’s entrance. In order to analyze
the videos using machine learning classification, the data first needed to be
tagged. This task can be completed using tools such as LabelImg5 but we decided
to develop our own software to have additional labeling possibilities such as
marking the orientations of a bee’s body, individual numbers, negative example
areas, and areas excluded from detection during error evaluation, as was shown
in Fig. 1. This extended information is not used in the experiments reported in
this paper, but the dataset we acquired may be useful for future experiments.
Thus, we made our dataset publicly available. The videos are accessible from the
web url: https://goo.gl/KNV7sd. Each video has a corresponding metadata text
file, wherein each line in the text file describes each video-frame. The text files
are available under the url: http://julian.eti.pg.gda.pl/ramki.zip, and contain
description of the frames stored in the following format:
<frame no> <x coordinate> <y coordinate> <radius> <1-bee, 0-background>
<individual id> [6 fields not used now] <bee direction (0,2π)> <quality>

Our tagging tool allows us to tag video frames in such a way that a user can
quickly mark all regions that contain an individual bee from frame-to-frame.
Later, the user can append labels to the bee such as an ID number, information
on a particular feature, e.g. whether or not the bee is arriving or returning to
the hive, if the bee is bringing food to the hive, or if the bee is the queen bee.

Images with blurry objects such as the frame with individual number 3 in
Fig. 1 lead to a marking dilemma. Fast moving bees recorded with ordinary cam-
eras without shutter speed control can appear blurry and near transparent, which
introduces difficulties in recognizing them, even for humans, who need to look
at other neighboring frames for verification. This can also adversely influence
classification, due to its proximity to background images. A similar problem is
overlapping bee bodies. For these reasons we decided to only tag images contain-
ing recognizable bees, or fill in an image quality field as an additional attribute
to preserve information of a bees position for tracking purposes.

Negative examples (background images) were prepared from the same videos
as the positive samples were prepared from, keeping a similar proportion between
the two. Such an approach guarantees proper data balance and provides images
from the beekeeping environment, or the environment of particular beekeeper. In
our acquisition system, a user should mark some ROI which do not contain bees
(gray rectangle boxes in Fig. 1). These ROI are marked as negative examples

5 https://github.com/qaprosoft/labelImg.
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Fig. 1. Typical boxes of negative (gray) and positive (yellow) example images (Color
figure online)

and are selected randomly. Additionally, for each negative ROI, a new image is
generated from the ROI to enable the user to mark any artifacts that might be
classified as false positives, such as bee shadows, wood grain, etc.

4 Training Bees Image Classifiers Using Deep Models

As input for the classifier, we test the usage of four different color models: RGB,
HSV, black & white, and the Hue (H) component from the HSV model [24].
The black & white color model was obtained from an RGB model by calculating
pixel intensity according to the formula: J = 0.299R + 0.587G + 0.114B where
R, G, B are red, green, and blue channel intensities for the same pixel.

Our approach for bee detection on a video frame consists two stages:

– binary classifiers trained to distinguish between images of bees and images of
backgrounds,

– a detector algorithm that uses binary classifiers from the previous stage and
that also can be trained.

To construct a model for processing the images we used deep convolutional
neural networks that are composed of only a few convolutional layers and a few
fully connected layers. This model has been used to construct a binary classifier
that allows us to distinguish between frames containing bees and background
images. The topology of the convolutional neural network was designed by trial
and error testing during preliminary experiments, in such a way as to have

A
u

th
o

r 
P

ro
o

f



Bees Detection on Images 7

enough capacity to enable the training error to decrease towards zero and not
be too complex, mainly because of two reasons:

– overfitting avoidance in order to obtain a low test error,
– decreasing time complexity which is crucial for real-time detection applica-

tions.

Both of the aforementioned reasons were selected as our optimization criteria
for creating a neural network topology. The neural network architectures used
vary depending on the particular task, color model, and an input image resolu-
tion. The typical structure for a 48×48 3-channel RGB image has been shown
in Fig. 2.

Fig. 2. Convolutional neural network structure used in color models comparison exper-
iment

Each pixel intensity in a convolutional layer is calculated in the standard way
as a ReLU activation function from a sum of weighted intensities of a 5×5 pixel
area, in each input image from the previous layer. We use the padding option
“same" to reduce the size of the input image. The resolution of each image after
filtering is reduced two times by a maxout operation. In the last full connection
layer we used a softmax activation function. About 27, 000 positive examples
(bee-boxes) were obtained for training and test purposes. We chose four types
of partition into a training and test set, due to implementation purposes:

1. fully random division corresponding to the specific implementation for one
beekeeper in a given season,

2. some bees for training and others for testing (bee based partition),
3. some videos for training and others for testing (video based partition),
4. some hives for training and other for test (hive based partition).

The difficulty grows from levels 1 to 4. Of course, the more representative
set of examples is used for training, the small differences between the results are
(test examples classification accuracy) because of these partitions.
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5 Aggregation of Classification Results

The bee-detector described in the previous section can classify whether or not a
window (that is a part of the frame) contains a bee.

In the task of counting the bees in a video frame, we need to scan the whole
image assuming a minimal and a maximal size of the scanning window, the size
change step, and the vertical and horizontal window shift steps. The typical result
of such a scanning process is a huge amount of positive detection boxes around
true bee occurrences, due to an inaccuracy of positive example acquisition as is
shown in Fig. 3a. Such a cloud of boxes must be reduced to one detection box for
each bee, which requires an algorithm for selecting boxes. The challenge becomes
more sophisticated when bees are close to each other, which is manifested by the
overlapping of positive detection clouds. In our research we use a fast greedy
tournament algorithm [25].

Fig. 3. Greedy tournament detection results: (a) set of frames after scanning the part
of the image with a probability of bee appearance greater than 0.5, (b) frames selected
based on the probability of a bees appearance. The probability is provided as a number
over the box

The greedy tournament algorithm implemented by us is based on an iterative
bee appearance probability comparison between overlapping random boxes after
scanning a video frame. The overlapping threshold was chosen arbitrarily for 40

We think the aggregation stage can be improved using other approaches, such
as:

– clique number minimization [26] from the graph theory domain,
– a weighted greedy C-means clustering algorithm [27].

It should be noted that the higher complexity of these algorithms can nega-
tively influence detection-time.
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Bees Detection on Images 9

6 Experiments and Results

In the first experiment we compared the four color models not only to find the
best one, but also to compare them, taking into account their originality and
time complexity.

The structure of our convolutional network was composed of a convolutional
part with full-filter connections between neighboring layers and fully-connected
layers at the end. During optimization we used the adaptive moment technique
(ADAM) and a cross entropy loss function. The dropout technique was used in the
fully-connected layers, excluding the last layer with a probability of 0.5. Training
examples (input images + class numbers) were presented to the network in the
form of packages – minibatches containing 100 randomly selected examples.

The results presented in Fig. 4 were obtained from the best-performing net-
work architecture selected from several architectures tested on each color model,
in order to maximize accuracy criterion. The Tensorflow library was used in the
implementation of each CNN model.

Fig. 4. ROC curves for 4 color models: (a) test example subset taken from videos not
included in the training example subset, (b) test example subset with bees unseen in
the training example subset. (Color figure online)

A
u

th
o

r 
P

ro
o

f



10 J. Dembski and J. Szymański

The ROC curves presented in Fig. 4 have been obtained by testing classi-
fiers for different positive class probability thresholds. When the threshold is
decreased, more images are classified as positive, which decreases the false neg-
ative rate (FNR) but increases the false positive rate (FPR). This causes the
point in the ROC curve to shift to the right side of the chart.

The RGB color model, for the task of binary bee-detection in images (per-
formed on our deep models), is the best color model by a significant margin, as is
also shown in the 3-channel color models: HSV and RGB seem to be significantly
better than one-channel models in general.

It should be noted that classifiers trained on one-channel models can be useful
for two reasons: the classifier structures can be simpler and less computationally
expensive, such a limitation of information can force a network to take into
account other features than the ones given in any 3-channel color model, which
may be useful in a classifiers ensemble. The black & white model, despite the
worst, shows results that can be important in any extraordinary light conditions
or artificial light, or in the case of atypical white balance setting in a digital
camera. The Hue component from the HSV color model allows for better results
than the black & white color model, which leads to another conclusion from this
experiment, namely color information is very important in for bee detection, as
opposed to other tasks such as face recognition.

The results presented in Fig. 4a were obtained for a video-based partition of
training and test data. Each video was obtained from a different camera view
and most often displays a unique beehive. We used 10 videos - 44970 examples
for training and 3 videos for test - 10308 examples. Half of the examples are
positive. The structure for the RGB color model is shown in Fig. 2. For the
other models, the structures were slightly different.

Figure 4b displays the results for a bee-based partition into training and test
data. It can be treated as the same camera view for the train and test subsets,
but different individual bees were used for training and for testing. This is almost
equivalent to training and testing on data from the same camera position and
orientation but at different times in the video. We used images from 3/4 bees
and 3/4 background images - 41913 examples for training and 13435 examples
for testing. The network structure remains the same for all models.

The results for a bee-based partition are significantly better than for a video-
based partition, which was expected due to a greater exposure to the environ-
ments than in the video-based partition, in which each video contains either a
unique hive or a unique view. In Fig. 5 the best results for 3-channel color models
are magnified.

Taking into account the results from the first experiment in the second exper-
iment, we tested if the color information alone can be enough for a computa-
tionally cheap ROI indicator. The 24×24 RGB color images were transformed
into HSV model and next were transformed into 9-point histograms of the hue
(H) component. The results were unsatisfactory, so 9-component feature vectors
were magnified by adding similar 9-point histograms of central 12×12 subimages
and 9 values of difference between both histograms. The results are also poor,
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Bees Detection on Images 11

Fig. 5. ROC curves in greater scale (a) test example subset taken from videos not
contained in the training example subset, (b) test example subset with bee individuals
not contained int the training example subset. (Color figure online)

which may indicate as to the importance of local dependencies between pixels,
which are omitted in the color histograms.

7 Discussion and Future Works

In this paper we presented our system for the acquisition of data from images
containing bees, based on a deep convolutional neural network classifier used
to detect bees in 48×48 pixel images. We made a comparison of color models
and proposed a tournament-based algorithm for the aggregation of classification
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12 J. Dembski and J. Szymański

results. We also provided publicly provided our data which allows for further
research to extend on our results achieved in the domain of bee detection.

The results shown in Sect. 4 indicate the significant advantage 3-channel color
models have over 1-channel models, as well as the small advantage that the RGB
model has over the HSV model in the individual-bee data partition. In the future
we plan to test how the influence of local or global color normalization affects
the results.

We also have ideas to improve the results of the binary classifier accuracy. As
for now, our model classifies single images. It is our contention that the usage of
frame sequences could provide information that would yield better results. For
instance, a previous and next frame can be added to the CNN’s input images as
additional channels or recurrent variants of the CNN can be used based on the
whole sequence.

Manually creating the dataset is very laborious, but having a larger number
of examples for the model should work better. We are planning on extending
the dataset by building a semi-automatic data acquisition system which can find
ROI areas based on existing classifiers.

We plan to automate the preparation of negative images from videos during
parallel binary classifier training. The usage of this approach for detection tasks
has been described in a cascade classifier training process in [20]. In such a
setting, the negative images set will be periodically supplemented by images
generated from false positive windows. Also usage SOM for visualizing ROI shell
be considered [28].

The detector described in Sect. 5. can be additionally equipped with several
binary classifiers to differentiate image areas. We are planning the following work
in this field:

– as we mention at the end of the Sect. 5 aggregation algorithms other than
tournament-based should be tested,

– a committee of binary classifiers trained on different color models and different
resolutions,

– tracing algorithms and bee direction recognition to accelerate the detection
process in video frames,

– a cascade of deep learned binary classifiers from simplest, fast, to complex,
and more accurate,

– the pixel-wise detection approach verification [29],
– the genetic optimization of aggregation parameters with two criteria: speed

and accuracy.

We plan to deploy our algorithms for bee detection on the Android mobile
environment. This should allow us to collect more data as well as extend the
research on bee image-processing. In the future we plan to conduct work on
the identification of bees infected by Varroa mites6. The automatic detection of

6 http://www.releasewire.com/press-releases/the-beescanning-app-is-saving-bees-
worldwide-through-deep-learning-technology-808184.htm.
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these parasites on bees should allow one to estimate the degree of an infection
and suggest plan of treatment.

We also plan to perform an analysis on the videos with bees for the detection
of abnormalities at a hive’s entrance. This should allow us to detect a swarming
moment [30] and immediately report it to a beekeeper.
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