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Abstract 

In this work, a method for fast design optimization of broadband antennas is considered. 

The approach is based on a feature-based optimization (FBO) concept where reflection 

characteristics of the structure at hand are formulated in terms of suitably defined feature 

points. Redefinition of the design problem allows for reducing the design optimization cost, 

because the dependence of feature point coordinates on antenna dimensions is less 

nonlinear than for the original frequency characteristics (here, S-parameters). This results in 

faster convergence of the optimization algorithm. The cost of the design process is further 

reduced using variable-fidelity electromagnetic (EM) simulation models. In case of UWB 

antennas, the feature points are defined, among others, as the levels of the reflection 

characteristic at its local in-band maxima, as well as location of the frequency point which 

corresponds to acceptable reflection around the lower corner frequency within the UWB 

band. Also, the number of characteristic points depends on antenna topology and its 

dimensions. Performance of FBO-based design optimization is demonstrated using two 

examples of planar UWB antennas. Moreover, the computational cost of the approach is 

compared to conventional optimization driven by a pattern search algorithm. Experimental 

validation of the numerical results is also provided. 
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1. Introduction 

Full-wave electromagnetic (EM) simulations have become one of the most important 

tools in the design of modern antennas. Clearly, one of the reasons is fast development 

and availability of hardware and specialized software. Another and perhaps even more 

important reason is practical necessity. Contemporary structures including compact 

antennas [1], [2] dielectric resonator antennas [3], and others can be accurately evaluated 

only using versatile, yet expensive EM analysis. The reason is that simpler (hence, 

computationally cheaper) models either, such as equivalent circuits, do not exist or 

cannot provide acceptable accuracy. Moreover, performance of the antenna accompanied 

with its closest environment (e.g., housing [4], connectors [1]) can only be evaluated 

through EM simulations. In many situations it is mandatory: for example, the SMA 

connector may affect the performance of compact UWB antenna in a very significant 

way [1], [5] so that it needs to be included into the computational model to ensure 

reliable design. 

One of the key problems related to EM-driven antenna design is high cost of accurate 

simulations [6], [7]. Another problem is a large number of geometry parameters that need 

to be simultaneously adjusted [7]. Altogether, these factors create considerable challenges 

especially for numerical optimization where a large number of EM model evaluations of 

are normally necessary. Conventional gradient-based [8] or derivative free [9] algorithms 

may require hundreds of simulations to converge, whereas global methods such as 

population-based metaheuristics [10]-[13] involve thousands of model evaluations. 

Consequently, their utilization for optimization of antenna structure is infeasible cost-

wise. At the same time, interactive design procedures (still dominant in both academia 

and industry) based on parameter sweeps driven by engineering experience can handle 

only one or two parameters at a time [14], [15]. As a result, they cannot lead to truly 

optimum designs. 

Research efforts towards reducing the numerical cost of simulation-driven design 

optimization processes are mostly focused on surrogate-based optimization (SBO) methods 

[16]-[19] which are probably the most promising approaches developed so far. The SBO 

methods that utilize physics-based surrogates seem to be advantageous. The combination of 
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knowledge embedded in the low-fidelity antenna model and its speed allows for 

considerable reduction of the number of simulations required by the optimization method 

to converge.  The most promising SBO methods that exploit physical models include, 

among others, space mapping [19], shape-preserving response prediction (SPRP) [20], 

adaptive response correction [21], manifold mapping [22], and adaptively adjusted design 

specifications [23]. Another popular approach for reducing the computational cost of 

gradient-based optimization is utilization of adjoint sensitivities [24]-[26]. Combinations of 

physics-based SBO with adjoint sensitivities have also been reported (e.g., adjoint-based 

space mapping [27], or adjoint-enhanced SPRP [28]). However, availability of adjoint 

sensitivity in commercial EM solvers is not yet widespread. 

Feature-based optimization—originally developed for microwave filters [29] and 

integrated photonic components [30]—belongs to the most recent methods that permit 

efficient EM-driven design. The key idea behind FBO is reformulation of the design 

problem at hand in a so-called feature space. The functional landscape of the latter is less 

nonlinear than that in the original formulation. Preliminary work on application of the 

response features for optimization of broadband antennas has been presented in [31]. For 

wideband structures, the definition and extraction of the feature coordinates is more 

challenging than for narrow-band ones. This is because the lower edge of the antenna 

bandwidth has to be maintained at acceptable level and the reflection has to be controlled 

in the entire UWB band. Furthermore, the number of feature points (specifically, the 

number of local maxima) may change depending on the particular antenna geometry and 

its dimensions. This potential variability has been handled through appropriately 

developed algorithm. In this work, the method of [31] is utilized for the design of two 

numerically challenging EM models of UWB monopole antennas. In each case, the FBO-

driven design has been performed at a cost corresponding to only a few dozen of EM 

simulations of the respectively antenna. The FBO approach has been also compared to 

conventional pattern search-based optimization in terms of numerical cost. The 

simulation results are supported by measurement data. 

 

2. UWB Antenna Design Using Response Features 

In this section, we recall the formulation of the feature-based optimization algorithm. 
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Moreover, we briefly outline the approach utilized to define and identify feature points of 

the UWB antenna responses. The section is concluded with a description of the practical 

issues related to implementation of the feature-based approach for optimization of UWB 

structures. 

 

2.1. Response Features for UWB Antennas 

Frequency responses of an exemplary UWB antenna (here, the uniplanar structure 

considered as one of the examples) are shown in Fig. 1. Normally, the antenna design 

specifications can be fulfilled or not based on the following properties of the response: (i) 

reflection levels for the in-band maxima and at the upper corner frequency, and (ii) 

allocation of the frequency point at which |S11| ≤ –10 dB right before the first resonance 

of the response. It should be noted, however, that the reference level for (ii) can be set to 

a lower value in order to ensure a safety margin. Also, as shown in Fig. 1(a), such a point 

may not exist. Moreover, the number of reflection maxima may change with the antenna 

geometry (cf. Fig. 1.(c)). These situations are handled by the algorithm of Section 2.2.  

 

2.2. UWB Antenna Design Problem in the Feature Space 

Although extraction of the response features may be challenging, reformulation of the 

problem in terms of the frequency fk and level lk of the suitably defined feature points (k = 

1, …, K) is advantageous. The reason is that the feature points change less nonlinearly 

with the antenna dimensions than the frequency response [29], [30]. As a result, faster 

convergence of the optimization algorithm can be expected. 

Conventional formulation of the design problem is given by 

* argmin ( ( ))
x

x R xfU                                            (1) 

where U is the objective function defined as U(Rf(x)) = max{|S11|(x)3.1 GHz to 10.6 GHz} and 

Rf is the response of an accurate high-fidelity EM antenna model. The aim of FBO is to 

reformulate (1) in terms of the feature points. The vectors of frequency and level 

coordinates are denoted by F(x) = [f1(x)  f2(x) … fK(x)]
T
, and L(x) = [l1(x)  l2(x) … 

lK(x)]
T
, respectively. The reformulated design problem is as follows  
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* argmin ( ( ), ( ))
x

x F x L xFU                                             (2) 

where UF is the objective function defined for the extracted features of the response.  

As mentioned before, the first feature point for UWB structures [f1,l1] corresponds to 

the lowest frequency f1 at which it attains the reference level l1 (here, –15 dB; cf. Section 

2.1). If the reflection level at the first resonance is above l1, the first feature point is 

defined as the reflection level and frequency at the first resonance. 

The remaining are defined as described in Section 2.1. The in-band reflection level and 

allocation of the f1 point are controlled using the following objective function 

2

2 1 1.target 1.target( ) max{ ( ),..., ( )} (max{ ,0}) /     x x xF KU l l f f f                  (3) 

where f1.target = 3.1 GHz stands for the lower edge of the UWB band and  is a penalty 

coefficient (here, we use  = 1000).  
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Fig. 1. Reflection characteristics of the uniplanar UWB antenna (—) and the characteristic points (○) utilized 

by feature-based optimization algorithm: (a) poor design which lacks the –15 dB characteristic point, (b) good 

design with existing –15 dB point which can be exploited to control the lower corner frequency of the antenna 

frequency band, (c) design with two local maxima in the frequency band of interest. Note that the thick 

horizontal line defines design specifications, i.e., |S11| ≤ –10 dB within 3.1 GHz to 10.6 GHz band. 
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In case of violating the desired reflection level for the first resonance, the objective 

function (3) is automatically switched to the following one 

1 2( ) max{ ( ) 5, ( ),..., ( )} x x x xF KU l l l                        (4) 

The term l1(x) + 5 in (4) is used to enforce the –15 dB level of the first resonance as 

opposed to –10 dB required for remaining feature coordinates. For more detailed 

description of the method see [31]. 

 

2.3. Optimization Algorithm 

The design problem (2) is solved iteratively as 

( ) ( )

( 1) ( ) ( )

|| ||
arg min ( ( ), ( ))

 


x x
x F x L x

i i

i i i

F S S
r

U                        (5) 

with x
(i)

, i = 0, 1, …, being approximations to the final design x
*
. The vectors F and L in 

(2) are substituted by their linear approximation models FS
(i)

 and LS
(i)

 obtained using 

finite differentiation (n perturbations around design x
(i)

). The features F(x
(i)

 + hk), L(x
(i)

 + 

hk) (hk = [0 … 0 dk 0 … 0]
T
, k = 1, …, n, dk > 0.) are extracted from the respective 

frequency responses. The model for frequency features is 

( ) ( )

1 1

( ) ( ) ( )

( ) ( )

[ ( ) ( )] /

( ) ( ) ... ( )

[ ( ) ( )] /

T
i i T

i i i

S

i i T

n n

d

d

  
 

    
   

L x h L x

L x L x x x

L x h L x

    (6) 

A similar formula holds for FS
(i)

. Low cost of the process is ensured by performing 

finite differentiation at the low-fidelity model level Rc of the antenna at hand. Note that 

(5) is embedded in a trust-region framework to improve convergence. More detailed 

discussion on FBO can be found in, e.g., [29], [31], [32], [33]. 

 

2.4. Practical Issues 

There are two practical issues concerning implementation of the FBO algorithm 

described in this section. The first one is extraction of the feature points from the |S11| 

response of the antenna of interest. This can be done easily by scanning the response 

from the lowest towards the highest frequency and detecting the location of the first 

resonance, as well as all subsequent local maxima. In our implementation, an appropriate 

routine is written in Matlab [34].  
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The second issue is the fact that the number of relevant feature points may change in 

the course of optimization run. In practice, it is not a problem though because the linear 

approximation models FS
(i)

 and LS
(i)

 are determined at a current point x
(i)

 using small 

perturbations with respect to x
(i)

. This virtually guarantees feature point consistency for 

the purpose of approximation model construction. In case the number of feature points 

changes at the new design x
(i+1)

, the subsequent approximation models are determined 

using the ―new‖ feature set. 

 

3. Case Studies 

In this section, the proposed feature-based design optimization is illustrated using two 

design examples: an 11-parameter uniplanar UWB antenna fed through a coplanar 

waveguide (CPW) [35] and a 7-variable rectangular-shaped UWB monopole [36]. The 

feature-based algorithm is compared with conventional optimization approach in terms of 

the computational cost. Moreover, the last two antenna structures are validated through 

measurements of their optimized designs. 

 

3.1. Case I: Uniplanar UWB Antenna with CPW feed 

Consider the uniplanar UWB antenna shown in Fig. 2 [35]. The structure consists of a 

fork-shaped driven element and a ground plane with open slot. It is fed through the CPW 

line. As previously, the antenna is designed on a 0.762 mm thick Taconic RF-35. The 

adjustable parameters are x = [l0 l1 l2r l3r l4 l5 w1 w2 w3 w4 g]
T
. Dimensions wf = 3.5 and s 

= 0.16 are constant to ensure 50 ohm input impedance of the feed line. Relative variables 

are l2 = (0.5wf + s + w1)∙max{l2r, l3r} and l3 = (0.5wf + s + w1)∙l3r. All dimensions except 

l2r and l3r are in mm. The ranges of design variables are l = [5 15 0.2 0.2 4 8 7 0.5 0.2 0.2 

0.2]
T
 and u = [15 25 1 0.8 11 16 15 3.5 2.5 2 2]

T
. 

Two models of the structure have been implemented in the CST Microwave Studio and 

simulated using its transient solver [37]. The high-fidelity model Rf includes 6,800,000 

mesh cells (simulation time: 36 minutes), whereas its low-fidelity counterpart contains 

~1,200,000 cells (CPU-time: 198 seconds). For the sake of reliable comparison of the 

simulation and measurement results, the antenna model is supplemented with the SMA 

connector. 
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(a)     (b) 

Fig. 2. Uniplanar UWB antenna: (a) 3D view; (b) geometrical details. 

 

The considered antenna structure has been optimized with respect to two objectives: (i) 

minimization of reflection (see Section 2.2), and, (ii) size reduction while ensuring 

acceptable electrical performance (i.e., |S11| ≤ –10 dB in 3.1 GHz to 10.6 GHz band). The 

latter is controlled using the following objective function: 

 
2

1 2

2

2 1 1.target 1.target

( ) ( ) (max{ ( ),..., ( )} 10) /10

(max{ ,0}) /

F KU A l l

f f f





   

   

x x x x
          (7) 

where A(x) is the antenna size, whereas the penalty factors are enforcing the antenna 

reflection response to stay below –10 dB level within the UWB band (see Section 2.2 for 

explanation of symbols pertaining to response features). 

The initial design for FBO is x
0
 = [10 19 0.8 0.6 7.7 12 11.3 2 0.5 1 0.8]

T
. The final 

design optimized with respect to reflection is x
*
 = [9.29 18.36 0.76 0.75 8.93 16 11.41 

2.64 0.22 1.09 0.26]
T
. It has been obtained after 12 iterations of (5). The dimensions of 

the optimized structure are 26.6 mm × 27.7 mm and its footprint is 737 mm
2
. For the 

area-wise optimization, the initial design is set to x
0
 = x

*
. The final design x

**
 = [4.86 

14.86 0.92 0.59 8.57 14.72 6.68 2.8 0.57 0.2 0.31]
T
 has been obtained after 15 iterations 

of the algorithm. The size of the structure at x
**

 is 17.2 mm × 19.7 mm = 339 mm
2
 and it 

is 54% smaller compared to x
*
. The reflection responses of the antenna structure at the 

initial and optimized designs are shown in Fig. 3. 

The reflection-wise antenna optimization cost corresponds to 25.3 simulations of the high-

fidelity model Rf, whereas—for the footprint-oriented optimization—the design cost is about 

31.3 Rf simulations. Both optimizations have been also performed using the pattern search 

method [38]. The numerical cost for the |S11|- and area-wise FBO design is 321 and 478 

simulations of the high-fidelity model. A detailed cost breakdown is provided in Table 1. 
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Fig. 3. Uniplanar UWB antenna characteristics at: the initial design (), reflection-wise optimized design 

(- - -), and the design optimized with respect to size (—). 

 

 

Table 1: Uniplanar UWB Antenna: Optimization Cost Breakdown 

Optimization Method Design Objective 
Number of Model Evaluations Total Cost 

Low-fidelity High-fidelity Absolute [hours] Relative to Rf 

FBO (this work) 
|S11| 134  Rc 13  Rf 15.2 25.3 

Size 167  Rc 16  Rf 18.8 31.3 

Pattern Search [38] 
|S11| - 321  Rf 192.6 321 

Size - 478  Rf 286.8 478 

 

 

The optimized antenna designs have been experimentally validated. The photographs 

of the fabricated structures are shown in Fig. 4, whereas their simulated and measured 

performance characteristics are compared in Fig. 5. For the response of Fig. 5(a), the 

simulated and measured peak in-band reflection is –11.4 dB and –10.7 dB, respectively. 

Additionally, the measured antenna response is characterized by slightly narrower –10 dB 

bandwidth (7.8 GHz) with respect to results obtained in the course of simulation (8.3 

GHz). For the antenna response shown in Fig. 5(b), the peak reflection is –10.2 for 

simulation and –10 for measurement. The measured bandwidth is 100 MHz broader than 

the simulated one. The discrepancies between the characteristics are mostly due to 

fabrication tolerances as well as the influence of electrically large measurement setup and 

lack of cable current suppressor [39]. Overall, the agreement between the simulated and 

the measured antenna responses is acceptable. 

A comparison of the E-field radiation patterns (E-plane) for the reflection- and size-

oriented design is shown in Fig. 6. As expected, the small antenna exhibits more 
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omnidirectional properties for lower frequencies. This is a consequence of the radiation 

pattern being a Fourier transform of the field in the antenna aperture [40]. Thus, the 

antenna field response becomes narrower with the increasing size. 

 

3.2. Case II: UWB Antenna with Rectangular Radiator 

Our second example is the UWB monopole with a rectangular-shaped radiator fed 

through the microstrip line (see Fig. 7) [36]. Similarly as the antenna of Section 3.1, the 

structure contains the modified ground plane with L-shaped stub aimed at enhancement 

of the current path. The design parameters are x = [l0 g a l1 l2 w1 o]
T
. We also have w0 = 

2o + a, whereas the feed line width wf = 1.7 ensures 50 ohm input impedance (all are in 

mm). The search space of the structure is defined by l = [4 –2 4 5 1 0.5 0.5]
T
 and u = [15 

2 15 20 10 3.5 5.5]
T
. 

 

 
                   (a)           (b) 

Fig. 4. Uniplanar UWB antenna: photographs of designs optimized w.r.t: (a) size; and (b) in-band 

reflection. 
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Fig. 5. Comparison of simulated (- - -) and measured (––) reflection characteristics of the uniplanar antenna 

at the designs optimized w.r.t.: (a) in-band reflection, and (b) size. 
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(c)            (d) 

Fig. 6. E-field radiation patterns of the uniplanar UWB antenna obtained for the reflection- (––) and size-

wise (– –) optimized designs. 

 

 

The high- and low-fidelity EM antenna models are both implemented in CST 

Microwave Studio (Rf : ~4,600,000 mesh cells, simulation time 40 minutes, and Rc : 

~850,000 cells, 2 minutes) [37]. As in Section 3.2, the models are supplemented with 

SMA connectors to ensure reliable simulation results. 

The antenna has been optimized with respect to reflection and size. The design 

objectives for both cases are defined in Sections 2.2 and 3.2, respectively. For the 

reflection-wise optimization, the initial design is x
0
 = [7 1 10 11 3 1 1]

T
. The optimal 

parameter set x
*
 = [4.73 1.15 9.74 13.76 4.88 2.96 3.38]

T
 has been obtained after 10 

iterations of the FBO algorithm. The antenna dimensions are 16.5 mm × 21.4 mm = 354 

mm
2
. For the size-oriented design, the initial geometry is set to x

0
 = x

*
. The optimal 

parameter set x
**

 = [4.57 1.29 9 13.18 6.32 1.35 1.96]
T
 with corresponding antenna size 

of 12.9 mm × 19 mm = 247 mm
2
 (over 30% smaller compared to x

*
). The design x

**
 has 

been obtained in 13 FBO iterations. Figure 8 provides reflection characteristics at the 

initial and the optimized designs. 
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   (a)              (b) 

Fig. 7. UWB monopole with rectangular radiator: (a) 3D view; (b) geometrical details. 
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Fig. 8. Rectangular UWB monopole characteristics at: the initial design (), reflection-wise optimized 

design (- - -), and the design optimized with respect to size (—). 

 

The numerical cost of the monopole design corresponds to 14.6 and 18.6 evaluations of 

the high-fidelity model for the reflection- and size-oriented optimization, respectively. At 

the same time, the cost of pattern-search-based design is 231 and 324 Rf simulations. A 

detailed cost breakdown is gathered in Table 2. 

The obtained antenna designs have been fabricated and measured. The photographs of 

the manufactured structures are shown in Fig. 9. Figure 10 provides comparisons of 

simulated and measured reflection characteristics of both designs. For the first case (see 

Fig. 10(a)), the peak in-band reflection is –14.8 dB and –14.1 dB for simulation and 

measurement, respectively. Simulated and measured responses of the second design (cf. 

Fig. 10(b)) are –9.2 dB and –9.4 dB. Overall, the results are acceptable. 

Figure 11 shows radiation patterns of the antenna. Similarly as in Section 3.2, the 

antenna design optimized for size reduction features slightly more omnidirectional 

characteristics. However, at 7 GHz frequency this effect is reduced due to increased 

shielding of the ground plane stub. For the 9 GHz frequency, the characteristics are 

similar. 
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(a)                      (b) 

Fig. 9. Photographs of rectangular monopole designs optimized w.r.t: (a) size; and (b) in-band reflection. 
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Fig. 10. Comparison of simulated (- - -) and measured (––) reflection characteristics of the rectangular 

UWB monopole at the designs optimized w.r.t.: (a) in-band reflection, and (b) size. 
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Fig. 11. E-plane radiation patterns of the rectangular UWB monopole obtained for the reflection- (––) and 

size-wise (– –) optimized designs. 
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Table 2:  UWB Monopole with Rectangular Radiator: Optimization Cost Breakdown 

Optimization Method 
Design 

Objective 

Number of Model Evaluations Total Cost 

Low-fidelity High-fidelity Absolute [hours] Relative to Rf 

FBO (this work) 
|S11| 72  Rc 11  Rf 9.7 14.6 

Size 93  Rc 14  Rf 12.4 18.6 

Pattern Search [38] 
|S11| - 231  Rf 154 231 

Size - 324  Rf 216 324 

 

 

5. Conclusion 

Rapid design optimization of UWB antennas by means of response features has been 

considered. Appropriate definition of the objective function allows for simultaneous 

control of the lower frequency of the antenna response as well as the maximum reflection 

level within the entire UWB band. As demonstrated through the design of a uniplanar 

UWB structure, and a rectangular-shaped UWB monopole utilization of response features 

as well as variable-fidelity EM simulations ensures low cost of the optimization process. 

Numerical results indicated superiority of the FBO algorithm over conventional 

techniques, here, pattern search. The considered two antenna examples—four design 

cases—have been positively verified by means of reflection measurements. 
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