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Developing signal processing methods to extract information automatically has potential in 
several applications, for example searching for multimedia based on its audio content, making 
context-aware mobile applications (e.g., tuning apps) or pre-processing for an automatic 
mixing system. However, the last-mentioned application needs a significant amount of research 
to recognize real musical instruments in recordings reliably. In this paper, we primarily focus 
on how to obtain data for efficiently training, validating, and testing a deep-learning model by 
using a data augmentation technique. These data are transformed into 2D feature spaces, i.e., 
mel-scale spectrograms. The Neural Network used in the experiments consists of a single-block 
DenseNet architecture and a multi-head softmax classifier for efficient learning with the mixup 
augmentation. For automatic noisy data labeling, the batch-wise loss masking, which is robust 
to corrupting outliers in data, was applied. To train the models, various audio sample rates and 
different audio representations were utilized. The method provides promising recognition 
scores even with real-world recordings that contain noisy data. 

0 INTRODUCTION 

Automatic music instrument recognition is an essential 
subtask in many applications regarding music information 
indexing and retrieval [1]-[5]. Computational auditory 
scene analysis (CASA) [6],[7], automatic music 
transcription frameworks, and content-based search 
systems, all find such a capability to be extremely helpful 
in music recognizing [8],[9]. However, musical instrument 
recognition has not received as much research interest as, 
for instance, speech and speaker recognition, even though 
both the amateur music lovers and professional musicians 
would benefit from a system automatically annotating 
musical content. A system of this kind may be used as a 
pre-stage for the automatic mixing system, if it 
automatically recognizes and tags musical instruments for 
further processing. 

Early works, carried out more than two decades back, 
concentrated on extracting and developing features that 
enabled classifying musical instrument sounds, and later 
melodies containing a single musical instrument or a 
mixture of sounds [10]-[16]. A variety of features were 
formulated, creating the so-called dedicated parameters 
[3],[17]. Some of these parameters were borrowed from 
the speech analysis and recognition domains 
[13],[15],[18],[19], or investigated through the pattern-
based semantic analysis of radio programs in search for 
salient features [20], others were more specifically related 

to the music area. Many of these features are inscribed into 
the MPEG 7 standard [21]. The majority of the recognition 
systems used for musical instrument sounds so far 
concentrate on the timbral-spectral characteristics of 
sounds. Discrimination is based on features such as pitch, 
spectral centroid, energy ratios, spectral envelopes, and 
mel-frequency cepstral coefficients [13],[22]. Temporal 
features, other than attack, duration, and tremolo, are less 
frequently taken into account. Classification is performed 
using statistical models, k-NN (k-Nearest Neighbors) 
classifier, HMM (Hidden Markov Model), Kohonen SOM 
(Self-Organizing Map), SVM (Support Vector Machine) 
[23],[26], as well as other machine learning algorithms, 
among them Neural Networks applied to deep learning [9]. 
A limitation of the classification task is that, in real 
instrument sounds, the temporal, spectral, and dynamic 
features are never constant. Even when the same note is 
being played, the spectral components change. Therefore, 
one has to take into consideration musical articulation and 
the way timbral components can vary. To develop a robust 
recognition system, learning algorithms should be 
employed as it is difficult to build a sufficiently large set 
of musical instrument patterns that will be stable over time. 
At the same time, various representations of musical 
instrument sounds should be presented to the classifier. 

The goal of the experiments carried out is to gather 
music samples (i.e., real-life recordings, including noisy 
data resulting from improper labeling and also 
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electronically generated music that may serve the purpose 
of the data augmentation) for training, validating and 
testing Neural Network (NN), that classifies effectively 
musical instruments. Also, we recall a process of 
constructing NN to obtain the best results, which follows a 
DCASE 2018 challenge paper [27],[28]. In addition, this 
paper shows that NN constructed for one task can be 
trained on different data and can still return sufficiently 
high classification scores. 

Recent works have shown that convolutional networks 
(CNN) can be substantially deeper, more accurate, and 
efficient to train if they contain shorter connections 
between layers close to the input and those close to the 
output [29]. This is because when the information path 
between the input and the output layers in CNN is too long, 
the gradient may vanish. It is said that DenseNets solve 
this issue since each layer has direct access to the gradients 
from the loss function and the original input data [30]. 
Therefore, DenseNets are utilized to increase the depth of 
deep convolutional networks (CNN). They allow better 
control over the vanishing-gradient problem, 
strengthening feature propagation, exploiting the potential 
of feature reusing, and substantially reducing the number 
of parameters [31],[32]. Moreover, DenseNets, coupled 
with the mixup training technique [33], are able to learn 
from corrupt labels or noisy data. 

The aim of this paper is to build a sufficiently large 
musical instrument sound representation, transform it into 
2D feature space based on mel-scale spectrograms, and 
then classify them with a deep learning-based algorithm. 
This is based on Cambridge Music Technology website 
music tracks [34]. This music library, entitled “Mixing 
Secrets For The Small Studio”, was built for the purpose 
of practicing music mixes. It contains uncompressed WAV 
files (24-bit or 16-bit resolution and 44.1kHz sampling 
rate, the original tracks are about 3 minutes long) without 
additional effects or processing. Overall, this library 
includes 364 full multitrack projects, including audio files 
that belong to 20 musical genres, such as: acoustic, jazz, 
country, orchestral, electronica, dance, experimental, pop, 
singer-songwriter, alt-rock, blues, country rock, indie, 
funk, reggae, rock, punk, metal, hip-hop, and r&b [34]. 

The paper starts with a presentation of the proposed 
framework, showing an augmentation technique to mix 
two training sets linearly. Then, a full architecture of the 
proposed model focusing on the training efficiency against 
strong mixup augmentation [33] is presented. One of the 
pre-classification modules is the low-level signal 
representation.  However, instead of extracting low-level 
parameters based on MPEG 7 standard to create feature 
vectors, we use two-dimensional data representation. 
Therefore, in the case of our study, mel-scale spectrograms 
are created and presented at the dense neural network 
input. The process of training is outlined, and the way of 
dealing with the noisy data is discussed. It is shown that 
the classification rates obtained for various musical 
instruments are promising; thus, this study will be further 
pursued in a real-life application. 

1 PROPOSED FRAMEWORK - MIXUP 
AUGMENTATION 

The main problem in machine learning is obtaining a 
sufficient number of examples for training, validation, and 
testing. If it is not possible to obtain additional real 
observations, a synthetic extension of the training set, the 
so-called dataset augmentation, is often used, resulting in 
new data. This process consists of generating new data by 
transforming existing examples. 

A method to train on similar but different samples that 
are contained in the training set is known as data 
augmentation [35]. The method was formalized based on 
the Vicinal Risk Minimization (VRM) principle [36]. 
VRM requires to describe a vicinity or neighborhood 
around each example in the training data by employing 
expert knowledge to do that. This way, additional virtual 
examples can be drawn from the neighborhood 
distribution of the training examples to enlarge the training 
dataset [37]. However, as already mentioned, this method 
requires expert knowledge and the results are dataset-
dependent. To address this problem, introduced was a 
mixup technique, which is a neural network training 
method that creates new samples by linear interpolation of 
existing samples and their labels [33]. It results in virtual 
training examples. The following definition was proposed 
by H. Zhang and collaborators [37]. Let 𝑥 and 𝑦 be the 𝑖-
th raw input data in the training dataset and its 
corresponding binary label, respectively; then the mixup 
generates an augmented data item (vector) 𝑥ො which is the 
mixture of two original datasets as follows [37]: 

𝑥ො ൌ 𝜆𝑥  ሺ1 െ 𝜆ሻ𝑥  (1) 

𝑦ො ൌ 𝜆𝑦  ሺ1 െ 𝜆ሻ𝑦.  (2) 

where λ ∈ (0,1) and  ሺ𝑥, 𝑦ሻ as well as ሺ𝑥, 𝑦ሻ are 
examples drawn randomly from the training data. 

This mixup technique shows improvements not only in 
the image classification tasks but also improves 
generalization on speech and tabular data [37]. It was 
reported that this technique provided a new state-of-the-art 
performance in the CIFAR-10, CIFAR100, and ImageNet-
2012 image classification datasets [37]. Moreover, 
learning from corrupt labels or noisy data is also possible 
or even recommended. That is why we decided to use this 
mixup technique since one may easily find an analogy to 
the fact that an audio signal captured in real-world can be 
considered as a linear mixture of various source signals, in 
some cases adversarial ones. Based on this notion, 
classifying 𝑥ො to 𝑦ො could be considered a task which detects 
multiple sound events occurring simultaneously. 
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In this work, we employ the same mixup settings as 
those utilized in the work of Il-Young Jeong and Hyungui 
Lim in the DCASE2018 challenge, as their approach 
resulted in the highest scores [27],[33]. We set λ to be a 
random variable of Beta(0.4, 0.4). To make the target class 
data predominate, we set a λ > 0.5 condition for the 
generated data. The class of the other data for the mixup is 
randomly selected. Finally, to random scale the data, we 
apply scale augmentation. The following equation 
represents this process [37]: 

𝑥ො ൌ
௪ఒ௫ೕ

୫ୟ୶൫ห௫ೕห൯
 ௪ሺଵିఒሻ௫ೖ

୫ୟ୶ሺ|௫ೖ|ሻ
  (3) 

where 𝑤 is a random variable with uniform distribution 
for the scale augmentation. Incorporating mixup into the 
existing training scheme does not introduce a substantial 
computational overhead [37].  

2 MODEL ARCHITECTURE 

A mixup technique makes minimizing training data loss 
difficult, despite increasing validation and test accuracy. 
Therefore, the training efficiency against strong mixup 
augmentation is one of the main problems of the musical 
instrument classification strategy. 

The full block diagram of the proposed model is 
presented in Fig. 1. It consists of a low-level feature-space 
module, dense neural network, and a classifier. They are 
presented in the subsequent subsections. Again, we 
followed the DCASE2018 paper to configure our NN.  

2.1 LOW-LEVEL SIGNAL REPRESENTATION MODULE 

It is worth noting that the dense neural network needs 
bigger representation presented at its input than a typical 
learning algorithm; therefore, various 2D feature spaces 
are employed, such as spectrograms, cepstrograms, 
chromagrams [4],[38],[39]. When working with spectral 
representations of audio, the mel-scale is a common 
reweighting of the frequency dimension, which results in 
a lower-dimensional and a more perceptually-relevant 
representation of the audio [40]. A logarithm of the mel-
scale spectrogram is a widely used preprocessing step in 
audio signal analysis. Compressing the spectrogram 
magnitudes after reweighting the frequencies is different 

from reweighting the compressed spectrogram 
magnitudes. According to the perceptual justification of 
the mel-scale, conversion from the linear scale entails 
summing intensity or energy among adjacent bands, i.e., it 
should be applied before logarithmic compression. Taking 
the weighted sum of log-compressed values amounts to 
multiplying the pre-logarithm values, which rarely, if ever, 
makes sense. In this work, we applied log-mel transform 
as a low-level module in our model by using the Kapre 
script [41]. Kapre is an audio preprocessor (script) written 
in Python which can perform operations by using GPU 
instead of the physical memory, with the use of the cuDNN 
(NVIDIA CUDA Deep Neural Network) library. In 
general, this results in reducing memory consumption as 
well as the time needed to train NN. 

A detailed low-level module is presented in Fig. 2. First, 
the input waveform is normalized by using Batch 
normalization (BN). Batch normalization is applied so that 
the distribution of the inputs (and these inputs are literally 
the result of an activation function) to a specific layer does 
not change over time, due to the parameter updates from 
each batch (or at least, allows it to change in an 
advantageous way). Then, it is transformed into a log-mel 
domain, which has two dimensions of time and frequency 
(see Fig. 3. in which an example of 2D mel-scale 
spectrogram is shown). After that, the input is reshaped to 
have the size of {time, frequency, 1}. In order to make the 
output features of the convolution layer concatenated with 
its inputs, we utilized a single-block, densely-connected 
architecture. In the presented low-level module, the 𝑘 
variable is used without an index because it is an example 
of only one module. 

Fig. 3. An example of the mel-scale spectrogram of a cello 
sound 

Fig. 1. Overall architecture for the model (𝑘 - denotes growth rate)

Fig. 2. Low-level-𝑘 module
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2.2 DenseNet module 

In the arXiv paper, Kilian Q. Weinberger and his team 
introduced direct connections from any layer to all 
subsequent layers and because of its dense connectivity 
they refer to this network architecture as Dense 
Convolutional Network (DenseNet) [29]. In this paper, 
only a single-block architecture is applied, so the very first 
log-mel can reach even the last layer. In some cases, the 
Neural Network in these layers could be “transparent”, so 
no processing might be performed at all. It was discovered 
during the experiments, that the number of blocks 
determines the time of training; thus, an architecture 
consisting of one block shortens the training phase 
significantly. 

The DenseNet module details are shown in Fig. 4. The 
filter size of the layer output increases after each iteration 
due to concatenation. We found out that reduction by using 
convolution solves this problem, so we are using a 1x1 
convolution first, and then a 3x3 convolution [29]. Next, 
we applied the Squeeze-and-Excitation Network [42]. The 
Squeeze-and-Excitation Networks (SEs) introduce a 
building block for CNNs that improves channel 
interdependencies at almost no computational cost. SE 
adds a content-aware mechanism to weight each channel 
adaptively and is expected to help efficient training by 
adding only a few more parameters [29].  

Another operation, namely pooling, helps in avoiding 
overfitting. There are two types of pooling operations that 
could be performed: 

• Max Pooling – selecting the maximum value
• Mean Pooling – summing all of the values and

dividing it by the total number of values 

Mean Pooling is rarely used, so for the last layer of each 
module, a 2x2 max pooling is applied. 

2.3 CLASSIFIER MODULE 

In general, the goal of the classification task is to predict 
the target label, which is binary, e.g., [0, 0, 1, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0]. In the case of our study, this refers to 
musical instruments being recognized. Therefore, the 
Neural Network should correctly classify musical 
instruments and return one binary label for each 
instrument. So, for the vector [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 1], the classified label output would be, e.g., 
“cello”, etc.  Unfortunately, when the mixup is applied, it 
needs to predict the real values in the range of (0, 1), e.g., 
[0.1, 0, 0.9, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] or [0.2, 0.1, 
0.6, 0, 0.1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]. One of the 
downsides of applying mixup augmentation is that the 
target label values tend to be closer to 0.5 rather than to 1, 
which complicates the task of the classification. We 
modified the conventional softmax output layer so that it 
has a multi-head architecture (the output here is obtained 
by averaging multiple softmax outputs, as shown in Fig. 
5). This helps to train the mixup augmentation models.  

The softmax function is often used in the final layer of 
the NN-based classifier. Such a network is typically 
trained under a log-loss (or cross-entropy) measures, 
giving a non-linear variant of multinomial logistic 
regression [43]. In this experiment, instead of returning a 
binary target label, the output of the classifier is a 
probability for every class label, while hinge loss gives the 
max-margin. This type of loss penalizes wrong predictions 
significantly and to less extent - not confident predictions 
and the correct class score exceeds the other scores by 
more than the margin. The output of this softmax layer lies 
between 0 and 1. 

3 TRAINING DATA AND OPTIMIZATION 

The training procedure was performed by using Keras 
[44], which is an open-source Neural Network library 
written in the Python environment. AdamOptimizer class 
was used for optimization [45]. Although it adaptively 
controls the learning rate (lr) by itself, we found that 
manual decaying of the learning rate helps the 
optimization process. Validation accuracy was apprised 
for every 1000 iterations; next, the best model was saved 
for the analysis. The computation time for 1000 iterations 
was about 2 minutes (logmel-based model) and about 3 
minutes (waveform-based model), using a PC with the 
Asus x99 motherboard, Intel i9 CPU, 32 Gb RAM, and 
N24kVIDIA 1080 GPU. 

3.1 TRAINING DATA 

For every instrument, we created a separate folder that 
contains a raw instrument signal recording from the 
Cambridge database [34]. As already mentioned, the 
analyzed songs belong to 20 music genres and are 

Fig. 4. DenseNet-𝑘 module

Fig. 5. 𝑛-head classifier module
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available in this database (see Table 1). From every 
multitrack available, a specific track was taken and 
automatically cut, employing scripts that use SOX [46] (a 
command-line audio processing tool for signal cutting and 
naming) and ffmpeg [47] (a script for silence detection in 
an audio stream). For example, in the Cambridge database, 
there is a multitrack from the band called Boogiesnakes. 
The song title is “It's My Right”, and it consists of 19 
separate raw tracks (see Table 2). To create an even bigger 
training set, we cut every raw track using a Windows 
PowerShell [48] script that detects silence, cuts the edited 
track, and saves it. Whenever silence (longer than 500 ms) 
was detected, the cut was performed, and the file was 
saved with an appropriate name. The threshold for silence 
was set empirically, i.e., at -50 dB RMS, to allow cutting 
even on noisy tracks. That is why we were able to build a 
larger database which consists of 576484 samples. Table 1 
contains the corresponding number of tracks utilized.  

Music genre No. of 
multitracks 

(original 
raw tracks) 

No. of 
multitracks 
(processed 

tracks) 
acoustic 23 15456 
jazz 18 23184 
country 7 7840 
orchestral 7 6272 
electronica 10 19040 
dance 15 61455 
experimental 3 2712 
pop 40 103040 
singer-
songwriter 

25 50400 

alt rock 13 23296 
blues 16 25088 
country rock 6 8736 
indie 18 36288 
funk 14 18816 
reggae 5 9120 
rock 36 72072 
punk 15 21840 
metal 22 40656 
hip-hop 10 21735 
r&b 6 9438 
altogether 4633 576484 

Table 1. Music genres and the number of samples employed 

Before cutting, there were 4633 tracks (raw downloaded 
recordings from the Cambridge database), so after this 
simple operation, our database grew significantly. Also, 
the original tracks were about 3 minutes long, which would 
slow down the process of training and validation 
extremely. It is very important to train a Neural Network 
with short (small) data snippets, because it speeds up the 
training, validating, and testing procedure. After this 
operation, the longest track is 56 seconds long. Recordings 
have not been normalized in any way. All tracks are 44.1 
kHz/16 bit. 

Training data contain bass, kick, snare (both top and 
bottom inside one folder), hi-hat, electric guitar, piano, 
electric keys, vocals (only main), high tom, medium tom, 
low (floor) tom, digital sub-bass, cymbals, violins, alto 

sax, and cello. Drums, bass, guitars, and vocals constitute 
the majority of available tracks (about 70% of the whole 
sample database). Other instruments were represented in a 
significantly smaller number of tracks. It is because every 
multitrack contains more than one instrument, e.g., the 
guitar track. Also, more often the silence occurs between 
separated hits on drums (kick, snare, and toms) than on 
string instruments. Fig. 6 shows an example of a 
spectrogram and a waveform of a kick drum with markers 
on places where cuts would be made. 

3.2 BATCH-WISE LOSS MASKING 

Another consideration in the optimization process is to 
label noise, since all recordings are real-life examples. In 
the Cambridge database, there are 19 separate folders for 
every instrument, each containing about 24000 samples in 
total. The labels of only 95000 items are verified, and it is 
not guaranteed that the remaining ones have the correct 
label assigned. Only for data named properly, e.g., “bass” 
or “hi-hat”, the label (vector) may be generated 
automatically. Others were labeled with some basic titles, 
e.g., “Track01”. Because it is impossible to listen to all of

the recordings and correctly label the data manually, the 
model should be trained to handle those outliers. 
Moreover, falsely-labeled data may lead to lower 
classification performance and slow down the process of 
optimization. Based on the following operations, we 
expect to remove data with false labels automatically. 

In this paper, we utilized the batch-wise loss masking 
approach. The conventional loss function for a mini-batch 
is defined as follows [26]: 

𝐽 ൌ  ∑ 𝐶   (4) 

where 𝐶 is cross-entropy for a single data in a mini-
batch, defined by Eq. (5): 

𝐶 ൌ ∑ 𝑡,log ሺ𝑦,ሻ  (5) 

Under a condition that data labeled correctly are known, 
the loss function may be modified according to Eq. (6) to 
ignore noisy data: 

𝐽መ ൌ ∑ 𝑚𝐶   (6) 

where 𝑚 is 1 if 𝑛-th data item is labeled correctly and 
0 if not. 

Fig. 7. Kick drum and correctly marked cut places
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To decide the values of 𝑚, it should be checked whether 
this is a case of the verified data or not. If yes, then a true 
label is assigned. Contrarily, if some data show an 
especially high loss in the current model, then it can be 
considered as an outlier with a noisy-label [27]. 

𝑚 ൌ ቄ1 𝑖𝑓 𝑣 ൌ 1 𝑜𝑟 𝐶 ൏  𝜇
0                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(7) 

where 𝑣 denotes whether the 𝑛-th data item is manually 
verified or not; μ is defined as in the work of Il-Young and 
Hyungui [26]: 

𝜇 ൌ 𝛼 ൈ max


𝐶 (8) 

where 𝛼 is empirically set to be 0.8 [27].  
 To calculate gradient, we used this modification, which 

eliminates data with the largest error. Moreover, in every 
batch, there is some chosen data that will be eliminated and 
will help to find more falsely-labeled data in next 
iterations. The described masking technique improved the 
cross-validation accuracy by about 0.99 percent point. 
With such a large amount of the training data, this is a very 
big profit. 

4 RESULTS 

The data were split according to the 60/20/20% rule. 
From the whole set, 60% of data from each class were used 
for the model training, 20% for the model validation, and 
the remaining 20% for testing. Figure 7 shows a confusion 
matrix containing results of classification of musical 
instruments based on test data. 

As seen from the confusion matrix, some of the 
instruments were classified rather poorly, e.g., medium 
tom – its recognition score was distributed throughout  

 
 
 

 

high and low tom, whereas the boundary cases (high and 
low tom) were classified correctly. We think the improper 
classification may be a result of the fact that the softmax 
classifier is followed by an averaging function (some of 
the results tend to be closer to 0.5 than others). Also, as 
said in the previous subsection, data could be classified 
(and trained) improperly due to their unknown labels. 

In some cases, different instruments have very similar 
time- and frequency domain characteristics, e.g., 
envelopes, frequency responses, etc., what makes them 
difficult to discern. For example, we introduced digital 
sub-bass to NN along with acoustic bass, and in both cases, 
accuracies of the recognition process were roughly equal, 
and samples were mislabeled in these two classes.  In fact, 
frequency ranges of these samples overlap to some extent; 
thus, instrument similarity causes this problem. Moreover, 
when the state-of-the-art VSTIs are used in popular music, 
it is very difficult to recognize whether an instrument is a 
real recording or just a digital creation. Another case of 
misclassification can be observed for low, medium, and 
high toms. So, if we group similar instruments, e.g., digital 
sub-bass and bass as “bass”, we may acquire higher 
recognition rates.  

In raw recordings of kick, there is a bleed from other 
drums (mostly snare) and vice versa. This made the task of 
correctly classifying these instruments harder. It was 
impossible to edit those tracks or to use some dynamic 
operations on them, such as gating, because of their 
amount and characteristics that require different settings 
for each track. 

5 CONCLUSIONS 

In this paper, we presented a promising method for 
automatic music instrument tagging system using Neural 

Raw 
tracks 

1 2 3 4 5 6 7 8 9
Kick Kick_Sub Snare_Up Snare_Down Hihat Tom1 Tom2 Overhead Drum_Room

10 11 12 13 14 15 16 17 18 19 
Bass_DI Bass_mic Gtr1_mic1 Gtr1_mic2 Gtr2_mic1 Gtr2_mic2 Gtr3_mic1 Gtr3_mic2 Gtr3_DI Lead_Vocal

Table 2 Raw music tracks of the song “It's My Right” by Boogiesnakes 

Fig. 7. Confusion matrix containing musical instrument classification results 
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Networks. The method proved to provide sufficiently high 
recognition rates, even with recordings from real-life 
environments that contain noisy data. We focused 
primarily on how to efficiently train the model for every 
instrument to not only obtain the highest result, but also to 
speed up the process of validation. This paper shows that 
Neural Network constructed for one task can also be 
trained on different data and can return high classification 
rates. 

In the future work, evaluation based on a larger number 
of musical instruments, including more synthetic 
instruments, i.e., synths, will be performed. Also, 
differentiated musical articulation will be taken into 
account. Another area that should be checked in the future 
work is defining a better model that recognizes similar 
instruments such as digital and acoustic bass, or low and 
medium tom. Moreover, an automatic mixing system will 
be proposed for which the created tagging system will be 
applied. 
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