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implemented in a number of recently developed computational systems of emotions, and the hypothesis that
emotion can play the role of a scheduling variable in controlling autonomous robots. In the main part of
this study, we outline our own computational system of emotion — xEmotion — designed as a key structural
element in the developed target device, being an Intelligent System of Decision-making (ISD) for autonomous
and robotic units.

The ISD system has a cognitive architecture based on the principles of human psychology. The main
purpose of building such a system is to prepare a framework for autonomous units used in system engineering
(Kowalczuk and Czubenko, 2011; Czubenko et al., 2015). In particular, ISD is based on the concepts of cognitive
psychology (in information processing) and motivation theory, which includes the system of needs (for decision-
making). The xEmotion subsystem, however, focuses on modeling an alternative approach based on emotion.
The xEmotion implementation covers aspects of somatic, appraisal and evolutionary theories of emotions using
fuzzy sets.

In this article, we also illustrate the core emotional behavior of the ISD system using simulation. The
first application is a user interface for identifying emotions and predicting human behavior. The second is an
eSailor simulation, which illustrates the possible behavior of the xEmotion subsystem. The last is an xDriver
simulation experiment, which is to prove the validity of the concept of using emotion-based systems, according
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to the SVC principle. In summary, we also discuss other possible applications of the xEmotion system.

1. Introduction

Designing human-like creatures has long been a dream of human-
ity, starting with the golem (from Jewish legends), through the da
Vinci knight and mechanical Turks (chess machines), and ending with
advanced robots, such as SHAFT, Valkyrie, and FLASH (Kowalczuk
and Czubenko, 2015). However, the physical construction of humanoid
robots does not conclude the task.

To practically implement this idea, the most important thing is to
realize (mechanical) action resulting from a thinking process, based on
artificial intelligence (AI). Over the years, various types of Al systems
have been tested to see if the resulting robot or agent is smart enough.

Among the tests of machine intelligence, the most important and
famous is the Turing test for the Imitation Game (Turing, 1950).
Theoretically, it was met by a chatterbot Eugene Goostman, who pre-
tended to be a 13-year-old boy from Ukraine (where English is not

the mother tongue). A smart agent was Tay Twitterbot from Microsoft
Corporation, who quickly learned to behave like a frivolous teenager
(Suarez-Gonzalo et al., 2019). What is more, Google’s assistant recently
showed that it can imitate human speech almost perfectly. Further
machine intelligence tests include a coffee maker test (how to use a
coffee maker without any external directions) and a student test (how
to successfully pass one semester in college and avoid problems with
the dean’s office). At this point, we should also mention the Lovelace
test, which concerns a machine that, among other things, can create an
element incomprehensible to its programmer (Bringsjord et al., 2001;
Elamrani and Yampolskiy, 2019).

Recently, a new proposal based on the concept of emotions and
called the Frampton test was formulated, which can be described by
the title of the song ‘Do You Feel Like We Do?’ (Lovell, 2015). To be
more precise, the test poses the question of: whether the machine has
its own awareness, whether it is aware of its emotions, and whether it
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is able to recognize them. This, in turn, raises further questions about:
what the emotion is, how it arises and evolves, and whether and how
the robot can utilize it. All these questions lead directly to the new
branch of Artificial Intelligence called Affective Computing.

As part of Affective Computing, two branches can be distinguished.
The first path (introduced above) is related to the emotions of a robot
or virtual agent. The respective systems can be called computational
systems of emotions (Kowalczuk and Czubenko, 2016). The second path
concerns the issue of recognizing people’s emotions, in which the latest
solutions are able to identify and classify emotions based on images
from a video camera (Morsy, 2016) or a thermal camera (Nummen-
maa et al., 2014). Currently, sentence sentiment is also recognized —
i.e. its positive or negative emotional value, and even more. There are
classifiers that correctly recognize the emotions associated with sound
or text (Perikos and Hatzilygeroudis, 2016). What is more, recently,
emotions can even be derived from the video (Hu et al., 2019).

1.1. Purpose and structure of this article

The paper presents the hypothesis that emotions can play the role
of a scheduling variable in the control of autonomous robots. Clearly,
this is another revelation of Affective Computing. As mentioned above,
more and more systems and robots are being humanized, have their
own personality and model and express their emotions. The main goal
of this article is to show a complex mechanism of creating emotions
in a system based on human psychology. It can be used to express
emotions by a robot or, after appropriate supplementation, to predict
human emotions.

The main purpose of this study is to present a working concept
of a computational emotion system called xEmotion. It combines the
somatic and appraisal theories with a usage of fuzzy logic. A short
review of basic psychological theories can be found in Section 2, more-
over a long review and detailed description of computational emotions
systems can be found in Kowalczuk and Czubenko (2016). In the
main part of the paper (Section 3), we outline our own computational
system of emotion — xEmotion — designed as a key building block in
the Intelligent System of Decision-making projected for autonomous
and robotic units. The simulation scenarios, which illustrate the core
emotional behavior of the ISD, can be found in Sections 5, 6. The
first one describes the evolution of emotion according to our system,
whereas the second one is a simple case of usage. Another case of use
with an external estimator can be found in Section 2.5.

The main purpose of this study is to present the developed system of
computational emotions called xEmotion, which combines somatic and
appraisal theories with the use of fuzzy logic. In the Intelligent System
of Decision-making (ISD), the emotional system plays a role similar
as in human — it changes the point of view in the decision-making
process. The xEmotion system is thus a kind of Schedule Variable
Controller (SVC) in the case of autonomous units.

The basic motivation behind xEmotion is the lack of a coherent
system of computational emotions (from a psychological point of view)
that would combine both somatic and appraisal theories of emotion.
Using fuzzy logic, such a system can effectively model emotions for
robotic purposes, because fuzzy sets and language variables perfectly
represent the human standard in the field of emotions. Consequently,
using correctly estimated parameters based on environmental data, the
xEmotion system can effectively predict human emotions. There is no
similar system in the literature, and the innovative side of our concept
is the use of emotion as a scheduling variable in controlling intelligent
robots and agents — which can be considered another consequence of
the cybernetic approach that involves the practical use of emotions by
people. What is more, the presented system mimics people both in the
context of creating and using emotions.
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2. Emotion

There are several branches of science, studies, and particular theo-
ries, which study emotions. There are different trends in psychology.
Therefore, different definitions of emotions are given and various pro-
cesses of creating and triggering emotions are distinguished. What is
more, emotion can have a different meaning depending on the duration,
intensity of the emotion, or the color of the emotion. There are also
many implementations of computational emotion models developed
for various applications. Importantly, from a technical point of view,
emotions can be treated as an indirect controller of behavior or a higher
level (attendant) controller.

2.1. Emotion in psychology

Although in the field of psychology there are many overlapping
definitions of emotions that can be quoted, we will only list some of
them here:

» “Emotions are a primary idiom for defining and negotiating social
relations of the self in a moral order” (Lutz and White, 1986)
“Emotions are organized psychophysiological reactions to news
about ongoing relationships with the environment” (Lazarus and
Lazarus, 1994)

“Emotions (...) are, first and foremost, modes of relating to the
environment: states of readiness for engaging, or not engaging,
in interaction with that environment” (Frijda, 1994)

“Emotion is a complex chain of loosely connected events that be-
gins with a stimulus and includes feelings psychological changes,
impulses to action and specific, goal-directed behavior” (Plutchik,
2001).

Basically, emotions are designed to improve social contact, e.g., through
facial expressions or body language (which are just controlled by
emotions) (Martinez et al., 2016), and to better adapt to the chang-
ing environment (Lazarus and Lazarus, 1994; Frijda, 1994; Plutchik,
2001) of the individual. From the cybernetic paradigm’s point of view,
however, the most important is the way in which emotions arise and
their impact on human behavior and action. Foundations of emotion
theory can be found in Wundt (1874), Schlosberg (1954) and Osgood
et al. (1975).

There are two views on the creation or triggering of emotions,
referring to the postulate that emotions arise before recognizing an
object or after:

+ According to the theory of cognitive appraisal (Lazarus, 1991),
phenomena (objects or events) are evaluated first for the emo-
tional sign — yielding the so-called stressor ratio (primary as-
sessment stage). Then (in the secondary assessment stage) the
phenomenon is analyzed in terms of its convergence with the
goals of the agent and the possibilities of dealing with (negative)
effects of the phenomenon (so-called copying).

» Somatic theory suggests that emotions are primary to cognitive
processes (Zajonc et al., 1989). This means that (at the biological
level) there are processes that emit emotions even before the
(more accurate) recognition of this phenomenon.

It is noteworthy that most computational emotion models use only the
appraisal theory of emotion. However, in our opinion, both theories
can be used to model emotions. In this way, the model will be more
complete and better suited to the task of imitating human psychology.

2.2. Psychological models and types of emotions

There are several psychological models of emotions, which are often
placed in multidimensional spaces. For example, the pure Russell model
(Russell, 1980) has two dimensions — arousal and valence. Although
this system distinguishes only 8 patterns of emotions, its extended
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version showed an effective implementation of another 28 emotions (in
the same 2D space). A similar model proposed by Thayer (1989) uses
coordinates referred to as calm-tension and fatigue-energy. A slightly
more complex model of biological origin is the cube of Lovheim (2012).
Its axes represent the intensity of three neurotransmitters: serotonin,
dopamine and noradrenaline. Each of the extreme points of the cube
portrays one full emotion. Another well-developed model, the Plutchik
paraboloid (Plutchik, 2001), based on eight primordial emotions, is pre-
sented in more detail in the next section, because it lays the foundation
for the xEmotion system discussed here. Emotions in the Plutchik model
are color-coded and have intensity, which means that each emotion
can be perceived (noticeable) to varying degrees. A mix of neighboring
(basic) emotions can also create a derivative emotion (for example, joy
and acceptance give rise to love).

From a psychological point of view, there are at least seven differ-
ent dimensional models of emotion (circumplex, Thayer’s, Plutchnik’s,
Lévheim’s, and others such as PANA, PAD, PNAS Plus, etc.) and dif-
ferent models of emotion placed in one dimension (Ekman, OCC and
many others).

Various emotion models based on a dimensionless approach can be
found in Kotakowska et al. (2015). The Ekman and OCC emotional
systems are the most used and worth mentioning. Paul Ekman divides
emotions into six separate states: anger, disgust, fear, happiness, sad-
ness and surprise (Ekman, 1992), based on facial expression research.
This model is widely used in applications that recognize emotions. The
OCC model created by Ortony, Clore and Collins is also a popular solu-
tion for the computer modeling of emotions. It introduces 22 emotions
in six families and is based on a detailed description of all states. The
innovation in this model relates to the exact cause pattern (presented
in conditional steps). For example, if the consequences of an event (the
first step) concern other agents (the second step), and the consequences
are undesirable (the third step), then this agent may feel the negative
emotions loathing or pity.

In selected cases, you can show methods of transition between
emotion models (Landowska, 2018). There are also many implemen-
tations of computational emotion models, as described, for example, in
Kowalczuk and Czubenko (2016).

A different part of the psychological knowledge about emotions can
be expressed through the distinction of four types of emotions, taking
into account duration (Biddle et al., 2000; Oatley et al., 2012):

autonomous/physical sensations — very short, spontaneous and
related to the somatic theory of emotion

expressions — as short as autonomous, assigned to certain objects
and related to the theory of emotion assessment

classic emotions that last for a longer period of time, can be
verbalized (named) and consciously observed, and are associated
with both of the theories of emotion

mood is a prolonged emotion, lasting up to a month, less intense
than the classic emotion and changing very slowly.

On the other hand, impressions and classical emotions are character-
ized by intensity and color. A list of such emotions based on the work
of Plutchik (2001) is given in Table 1.

2.3. Computational models of emotion

From the Al and control theory viewpoints, different computational
models of emotion can lead to various hypotheses, such as the one
discussed in this paper and concerning the (SVC) role of emotions in au-
tonomous systems. Moreover, adapting the idea of emotional systems to
complex control applications may lead to more intelligent, flexible and
capable systems. Emotions can be the basis for a procedure to interrupt
the agent’s normal behavior to consider competitive goals (selected and
profitable for the current state) with the intention of generating more
effective reactive behavior. The recognition of emotions (connected
with facial expressions), such as anger or guilt, can minimize the effects
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Table 1
List of emotions based by color and intensity.
intensity
low medium high
distraction surprise amazement
B | apprehension fear terror
acceptance trust admiration
% serenity joy ecstasy
S| interest anticipation vigilance
| annoyance anger rage
| boredom disgust loathing
B | pensiveness sadness grief

of conflicts between (virtual) members of multi-agent systems. The
computational models of emotions are not new in Al, but they are still
underestimated, and most researchers focus their attention rather on
the bottom-up models of human thinking, such as deep learning/neural
networks, data mining, etc. Note that, a bottom-up approach claims
that a system composed of a combination of many primary elements
(such as a single neuron) can lead to complex system behavior, while
a top-down approach uses symbolism to break a problem down into
simple tasks (Shapiro, 1992).

An important role of computational models of emotions is shaping
the human-robot-system interaction. From the systemic point of view,
the robot may better understand humans’ behavior by modeling their
emotions. Such systems are nowadays widely used in computer and
network applications (for example, a Flash robot with an emotional
head called EMYS). The robot (or virtual/internet interlocutor) can
also provide additional information for the interaction, cooperating or
uncooperating person, directly, using indicators or indirectly, through
actual emotional behavior. This means that concepts such as beliefs,
desires, intentions, etc. are also suitable for the design of robots.!
The direct method takes into account the use of emotions as a show
(for example to make a more friendly impression), and thus avoiding
the “uncanny valley” characteristic of human perception of humanoid
robots.

Most of the known architectures of computational systems of emo-
tions principally rely on appraisal theories of emotion only (Marsella
et al,, 2010; Ong et al., 2019). They do not take into account the
possibility of creating emotions based on impressions (simple stimuli,
pre-observations), which can be recognized and associated to earlier
memories or pre-programmed objects.

In the literature, one can find many works concerning the issue
of modeling human emotions: CBI (Marsella, 2003), ACRES (Swager-
man, 1987), Will (Moffat and Frijda, 1994), EMILE (Gratch, 2000),
TABASCO (Staller and Petta, 2001), ActAffAct (Rank and Petta, 2007),
EM (Reilly, 1996), Flame (El-Nasr et al., 2000), EMA (Gratch and
Marsella, 2004), ParleE (Bui et al., 2002), FearNot! (Dias, 2005), Thes-
pian (Mei et al., 2006), Peactidm (Marinier et al., 2009), Wasabi
(Becker-Asano, 2008), AR (Elliott, 1992), CyberCafe (Rousseau, 1996),
Silas (Blumberg, 1996), Cathexis (Veldsquez and Maes, 1997), OZ
(Reilly and Bates, 1992), MAMID (Hudlicka, 2005), and Affect and
Emotions (Schneider and Adamy, 2014). A short description and se-
lective comparative study of them can be found in Kowalczuk and
Czubenko (2016) and Marsella et al. (2010).

2.4. The paradigm of the scheduling variable

The scheduling variable, or gain-scheduling control is one of the
most popular approaches to the design of adaptive and nonlinear

1 Beliefs, Desires, Intentions (BDI) is an architecture commonly used in
robotics agents (Lincoln and Veres, 2013; Cranefield and Dignum, 2019).
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systems. The strategy of Scheduling Variable Control (SVC) itself leads
to nonlinear control. SVC can be based on different principles, for
instance, on series expansion linearization of a controlled nonlinear
system (Leithead, 1999), or on Jacobian linearization for a family of
equilibrium points of such a system (Rugh and Shamma, 2000). In
short, there are many methods of using such a universal approach to
the design of nonlinear control systems. For illustrative purposes, we
mention here only a few of them:

« classic SVC (Kaminer et al., 1995),

+ quasi-LPV scheduling (Rugh and Shamma, 2000),

» fuzzy gain-scheduling (Krzaczek and Kowalczuk, 2012; Rojo-
Rodriguez et al., 2019),

+ neural/fuzzy gain-scheduling (Tan et al., 1997),

+ Lyapunov-based LPV approach (Leithead, 1999).

Basically, the SVC strategy is a method of switching between con-
trollers and models due to recognized operating points of the control
system. First, this design strategy leads to simplification of the control
issue for non-linear systems. Second, this method can be used even in
the absence of an analytic model of the controlled object. Nevertheless,
the most important advantage of SVC is the possibility of immediate
adaptation of the controller to the changes of the system’s operation
point. Now, this brings to mind the practical and perspective effects of
emotions.

We assume that using an emotion-based approach, the agent can im-
mediately, without a ’second thought’ (e.g. without a complex decision-
making process), respond to specific cases (clear and extreme situa-
tions regarding the external or internal environment) (Kowalczuk and
Czubenko, 2017).

In particular, in the case of causing strong emotions, recognized
as anger, disgust or anxiety, a quick response can be crucial to the
survival of an agent. The principle of operation is practically identical
to the original SVC strategy, being in common use for many years. For
instance, in the case of changing the operating point (which causes
the emotional state of the agent to change), the controller can be
easily redesigned (i.e. change the agent’s behavior), enabling efficient
operation of the agent’s system in various conditions, and survival in
dangerous circumstances, for example.

The presented earlier cases lead us to the idea of an evolutionary
theory of emotion. The concept of using emotion as a scheduling
variable is our innovation announced in Kowalczuk and Czubenko
(2017). Note that the desired change in the agent behavior based on
the occurrence of emotions strongly resembles the concept of SVC, for
instance, in the context of an agent’s pre-selected (optimized) reaction
set. The adopted control scheme (SVC) with gain scheduling and the
fuzzy set approach (TSK) are widely known and practically applied.

There are a large number of projects that implement a certain
computational model of emotions. Most of them, however, do not
take into account any autonomous mechanism of adaptation associated
with emotions. Moreover, they rely mainly on the appraisal theory of
emotion, which in the overall assessment is not complete.

2.5. Human interface application — possible application

The xEmotion system presented later in this article can be used in
autonomous and robotic units, but also in various haptic applications
and human-system interfaces (HSI), wherever emotions and reactions
similar to people are considered. Such applications require sensors that
provide data related to human emotions, e.g. a camera, IR camera,
EEG, skin conductance sensor (Liu et al., 2010; Maaoui et al., 2008).
In this way, equipped with a suitable sensor, the xEmotion system,
implementing a chatterbot or a humanoid robot, can perform designed
tasks matching its emotional state. As a result, such a system should
be able to present a given content in a manner adequate to the state
of human emotions. Quite a straightforward approach can be based

Engineering Applications of Artificial Intelligence 91 (2020) 103562

Fig. 1. Exemplary detection of facial expression in Affectiva (license CCO).

Fig. 2. Identification using auxiliary face identifiers.

on a simple camera and image processing algorithm that detects facial
expressions.

The latest image processing solutions are able to recognize basic
facial expressions such as smile, lip shape, eyebrow rise or furrow. An
example of such a system is Affectiva (Fig. 1), which provides not only
20 facial expressions, but also their interpretation (Morsy, 2016). Based
on consecutive video frames, Affectiva supplies the actual state of basic
emotions: anger, contempt, disgust, fear, joy, sadness and surprise.
Moreover, this solution recognizes two additional parameters: arousal
and valence. The first represents the level of human expressiveness
that is associated with the value of the emotional state. The second
parameter is a measure of the positive or negative nature of each
emotion. Despite the fact that emotions in Affectiva are not fully
compatible with our system, it is still possible to transfer the output
variables from Affectiva to our system in terms of anger, disgust, fear,
joy, sadness and surprise.

It is noteworthy that many systems recognize facial expressions by
encoding them in Action Units (AU) known from the famous FACS
system (Facial Action Coding System).

Certain preliminary results regarding the identification of human
emotions are shown in Kowalczuk and Chudziak (2018), where another
image-based Emotion system was proposed for the detection and recog-
nition of facial expressions/emotions using a webcam video in real
time. The Emotion system detects 9 emotional states (anger, disgust,
joy, sadness, fear, surprise, contempt, wonder/delight, and neutral-
ity), describing the appearance of the face, represented by combined
Extended Action Units (EAU), based on the Cohn-Kanade database
(Kanade et al., 2000), which allows us to distinguish features char-
acteristic for both sides of the face, and also combine two basic AUs
as one synthetic unit. The effective average quality of face feature
points tracking was obtained by using auxiliary identifiers for each
characteristic point (an example is shown in Fig. 2), where the tests
consisted of performing specific facial movements, each of which was
a characteristic gesture for a concrete feature.

Such stand-alone applications (as opposed to the developed XE-
motion system) are of course purely reactive. Nevertheless, they are
extremely useful not only in typical HSI applications, but also in social
robots, including, for example, humanoid robots for autistic children.
To practically test our concepts in systems with a simple camera or
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video sensor and in stable and reproducible conditions, we constructed
an appropriate video station. This station was thus built primarily to
enable (in the near future) the direct evaluation of various sensors and
detection algorithms, as well as their effective comparison.

3. xEmotion system

There are no theories which completely model the human brain for
the purpose of engineering applications. Nevertheless, we still believe
that intelligent control can be based on self-regulation using an appro-
priate model of the human mind, which can be derived from available
psychological knowledge. One of the main reasons for developing such
a project is also the lack of top-down approaches resulting from the
known research on autonomous robotics.

In view of the above, the leading idea of the Intelligent Decision-
making System (ISD) is to embody ‘intelligence’, based on the many
psychological theories (which unfortunately are often conflicting), and
to prepare a framework for autonomous units used in systems engi-
neering (Kowalczuk and Czubenko, 2010a,b, 2011; Czubenko et al.,
2015; Kowalczuk and Czubenko, 2018a). The ISD system has been
coherently designed using selected elements from cognitive psychology
(in the aspect of the information path), motivation theory (needs and
emotions as the primary motivation/drives used for stimulating the sys-
tem), and other detailed theories which concern memory, categorization,
perception, and decision-making. An outline of the design considera-
tions regarding the ISD agent’s memory construction can be found in
Kowalczuk et al. (2016).

Due to the continuous development of ISD, we do not yet have low-
level processing procedures or large experimental data. However, our
partial experiments and proof of concept (Kowalczuk and Czubenko,
2011) show that robots controlled by ISD can take care of them-
selves (our results are similar to that of the Yuppy robot controlled by
the Cathexis system of computational emotion (Veldsquez and Maes,
1997)). Moreover, in a predetermined virtual world, the ISD system
can easily act as an independent agent, and adapt to the changing
environment.

The ISD concept allows the agent to create its individual artificial
emotions in a sub-system referred to as xEmotion (eXtended Emo-
tion), in response to observations and interactions, as in the case of
a dictobot, i.e. an interactive avatar (Kowalczuk and Czubenko, 2010a,
2013), or an autonomous driver (Czubenko et al., 2015; Kowalczuk and
Czubenko, 2017).

xEmotion, as a sub-system of ISD, covers the psychological theo-
ries on emotions, including the appraisal, evolutionary and somatic
theories of emotion. The system considers a certain time division of
emotions, and in particular, takes into account both short-term emo-
tions (e.g. autonomous changes or expressions) and long-term changes
(e.g. emotional disorder or personality changes). A pivotal tool for the
compiling and interpreting of emotions in ISD are (common/real and
private/imaginary/individual) wheels/circles of emotion, which will
also be referred to as the ‘rainbows’ of emotions.

3.1. General description

The general scheme of the xEmotion system is shown in Fig. 3. First,
the agent’s pre-emotions arise when recognizing sensations related
to impressions. Similarly, the recognition of objects (discoveries) can
generate some sub-emotions (or sub-equalia), but only if they have been
previously assigned to these objects and remembered (in the agent’s
memory). Then the center of sub-emotions is calculated on the basis
of all currently cognized (experienced) sub-emotions and the averaged
value of (experienced) pre-emotions.

The emotional state (classical emotion) of the agent is updated tak-
ing into account the center of the sub-emotions, the effect of satisfying
the needs and the effect of calming down. Its initial state is neutral and
without external effects (sub-emotions and needs), does not change.
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Fig. 3. Generating of emotions, and their continuous impact.

Table 2
List of symbols used in xEmotion.
K Pre-emotion
K Sub-emotion related to objects
K¢ Sub-emotion (expressive)
K Sub-equale (individual)
& Emotional state of the agent
& Classical emotion
& Equalia

Polar coordinates of k¢ (intensity, color)

» Sub-emotion as a complex value

) mood

A° Emotional constant 22.5°

Y Mental health factor

Cpre Support of fuzzy x?

e Number of currently experienced «”

k Sensitivity of pre-emotion

p Gain of pre-emotion

Hpre(K?) Fuzzy value of «?

&) Degree of fulfillment of the agent’s needs
n Ith need of the agent

() Satisfaction membership function

Ha (1) Alarm membership function

T (X,Y) Semi-translation of X, in direction Y, by «
a Semi-translation parameter

8 Calm down coefficient

I (wg.) Non-linear color transformation function

= TAWS dynamics function

Equale is calculated in a similar way, and the mood is determined
according to the change in classical emotion. Emotion and equale can
modify the spectrum of the agent’s available reactions (according to
SVC, by switching its work point). Whereas mood can change the rate
at which the agent’s needs are met.

A detailed description of the xEmotion system is described in the fol-
lowing sections. In particular, we present each component of the system
(Section 3.2), our model of emotion, based on the Plutchik paraboloid
(Section 3.3), a simplified version of the system (Section 3.4) and our
model of mood (Section 3.5). All symbols used in the xEmotion model
are listed in Table 2. At the end of this chapter, the mechanism of
emotion evolution is presented.


http://mostwiedzy.pl

A\ MOST

Z. Kowalczuk, M. Czubenko and T. Merta
3.2. Components of xEmotion

A principal criterion for the categorization of emotions is their
duration (Oatley et al.,, 2012). Taking similar assumptions for the
designed xEmotion system, we distinguish:

+ autonomous pre-emotions x”, which are based on a linear model
of emotions and associated with stimuli and impressions,
+ emotional context of objects k = (k¢; k'), including:

— expressive sub-emotions «¢ (common), related to perceived
objects or recognized discoveries (identified on the real
wheel of emotions), and

- expressive sub-equalia x/, also associated with perceived
objects (but located on the private/imaginary wheel of emo-
tions),

+ emotional state of the agent & = (£¢;¢'), including:

- classic emotion &¢, using the common (universal/real) rain-
bow of emotions,

- equalia, or private emotion &, cast on the private (imagi-
nary) rainbow of emotions,

» mood =, generated based on a nonlinear mechanism TAWS
(Temporary Amplifier With Saturation) (Kowalczuk and Czubenko,
2011).

Autonomous pre-emotions x” are similar to Oatley’s (Oatley et al.,
2012) autonomous changes, which are (very) short-term emotions
based on a simplified model (Section 3.4) and triggered by a single
stimulus or simple impression from the environment. Pre-emotions are
based on the somatic theory of emotion (Zajonc, 1980). For example,
the detection of sudden movement, which is out of sight, in a closed
environment, evokes some simplified emotional signals of fear. This
mechanism allows the agent to take quick action (e.g. escape).

Expressive sub-emotions «¢ are relative to (standard, universal)
human emotional expressions and refer to already known objects, situ-
ations or events that directly evoke emotions associated with them —
based on the appraisal theory of Lazarus (1991). Emotional associations
are created according (conditionally or unconditionally) to the advent
of objects during a state of high emotional intensity of the agent.
Such sub-emotions can therefore be linked to certain events, during
which there was a strong emotion (above a certain threshold). The next
emergence of such objects will automatically generate a sub-emotional
signal.

Thus, in general, subsequently generated sub-emotions are related
to the priorly remembered experience in similar situations. Sub-
emotions are modeled using classical emotion, and precisely located on
the rainbow of emotions (Section 3.3). Consequently, the identification
of an object that has previously been assigned to a specific emotion
will generate an adequate sub-emotion signal. Sub-emotions on the
wheel of emotions weaken as time passes, which corresponds to the
process of scuffing objects in memory. For a clear optical interpretation,
the rainbow of sub-emotions is represented by colors (w,.) and their
intensity (r,.).

According to philosophical sources® quale is a subjective feeling of
quality for a given object (Hardin, 1987; Jackson, 1982). Therefore,
equale &' is defined as a subjective individual (private) emotional fac-
tor. In the xEmotion system, sub-equalia ' implement a direct analogy
to sub-emotions, except that they are subjective and relative. Defined
by similar parameters (intensity and color), sub-equalia are similarly

2 “The sensation of color cannot be accounted for by the physicist’s objec-
tive picture of light-waves. Could the physiologist account for it, if he had
fuller knowledge than he has of the processes in the retina and the nervous
processes set up by them in the optical nerve bundles and in the brain? I do
not think so”. Schrodinger (2001).
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inscribed, but in the rainbow of equalia and have no names/labels.
Due to this assumption the agent can have relative, private emotions
(feelings). Sub-equalia are completely subjective in contrast to the
well-defined set of common emotions. The introduction of emotional
qualia allows the agent to feel private emotions — generally difficult
to describe, independent of cultural/inherited emotions, and defined
by the individual and for itself. At the same time, thanks to such a
mechanism, it is possible to implement a delicate path of evolutionary
creation of emotions.

The classic (reasonable, verbalized) emotion described as &¢ defines
the basic (objective and universal) emotional state of the agent. It is
implemented directly on the rainbow of emotion. The classic emotion
is the result of the interplay between the current sub-emotions, pre-
emotions, the level of meeting (satisfying, fulfilling) the needs, the
previous emotional state and the effect of calming-down (dropping
away). It may take different fuzzy states, related to an adaptive fuzzy
membership function. Classic emotion influences the selection of a
detailed agent reaction by defining a set of acceptable (sub-optimal)
reactions. Some reactions are inactive without a proper emotional
arousal. For example, fear unlocks the reaction of escape (and makes it
more desirable).

In this work, equale & understood as a private emotion, represents
a dual (private or individual) side of emotions. Similarly to the classical
emotion which results from feelings at a given moment, current equale
is the result of the set of previously perceived equalia, sub-equalia, and
the dropping away effect.

The mood = is a long-lasting emotional state based on a specific
(time®-based) ‘difference’ of classical emotion. It shows whether and
how (positive or negative) emotions affect the agent. The mood makes
modifications in the functions responsible for the fulfillment of needs
possible. In the case of positive mood, the needs can be satisfied much
easier than in the case of a negative mood. The mood is modeled
using the TAWS function (Kowalczuk and Czubenko, 2013), shown
in Fig. 7, which describes the increase of mood (to the degree of
saturation) for increasing classical emotion (positive derivative), while
at the occurrence of any negative derivative of emotion the mood falls
immediately (also with saturation).

Essentially, the mood is a long-lasting emotional component that
can be positive or negative. However, its functional part can be derived
from the current decline or growth of the agent’s emotion. Then, such
a trend present in the evolution of emotion can directly (though with
some restrictions) represent a mood change, while a specific TAWS
function is used to precisely model the mood.

3.3. The rainbow of emotion — 2d fuzzy model

The basic model of emotions, used in the xEmotion system, is a
spread paraboloid of emotions proposed in Plutchik (2001) and adapted
for our agent/robot control purposes (Kowalczuk and Czubenko, 2013).
The changes are related essentially to three aspects:

« introduction of a common-and-explicit neutral state of stability,

- preventing the direct transition between intense, extreme emo-
tions,

« reversal of the values of the emotion function (the model resulting
from the above two assumptions).

Our contributions result from several reasons. In Plutchik’s model,
there is an unnatural assumption that the agent is always in a certain
emotional state (there is no neutral state in the paraboloidal model).
Our first modification introduces a neutral state to which the emotion
converges in a certain time frame.

3 This article does not take into account the immediate impact of time.
The indirect effects of time result from the dynamics of the decision-making
process.
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Fig. 4. Rainbow of emotion; full (intense) color means the maximum value of the
function of membership to a specific emotional state (the angle width of each islet-
shaped intense-color area/zone takes 4°, and the full width of any colored zone takes
34° Kowalczuk and Czubenko, 2017).

An issue that raises doubts is the possibility of a direct transition
between extremely high and conflicting emotions. The possible passage
through the center of the paraboloid implies an undesirable (rapid)
change in the emotional state (allows the agent to change admiration
into sorrow or disgust, or even transit from ecstasy to rage). A sys-
tem that allows such a transition is clearly vulnerable to instability
and is therefore not practical (a person exhibiting such behavior can
be considered to be emotionally unstable or mentally ill). Now, the
proposed amendment allows for a smooth (blurred) transition between
these states (at the crossing of emotions, one of them loses its intensity,
and the other begins to gain).

The third innovation - reversing the level of emotions — means a
natural increase of intensity along with the distance from the center
of the coordinate system representing the neutral state (whereas in
the paraboloidal model, the weakest emotions are in most extreme
positions). Obtained through such adaptation, the adopted rainbow of
emotions is shown in Fig. 4.

Each emotional state is modeled with the use of 2D trapezoid fuzzy
membership functions, which allows us to easily adopt two neighboring
(fuzzy) variables (one of the variables takes a value less than one, and
the other equals the completion of the first value). This effect (in the
one-dimensional case corresponding to the diameter cross-section) is
shown in Fig. 5, where the horizontal axis represents a crisp (real)
emotional intensity value and the vertical axis shows the values of the
respective fuzzy membership functions. In turn, a circular section with
a constant radius is shown in Fig. 6.

Due to such fuzzy modeling, it is possible to tell apart:

» fuzzy emotion (colored) zone — based on the support of each
membership function,

» dominant emotion (one color) zone — resulting from the maxi-
mum of (two or three) different membership functions (the so-
called a-section, for a« = 0.5), and

+ isolated emotion (islet-shaped intense-color) zone — based on the
core/max of each membership function.

Modeling the agent’s emotional state and sub-emotions (object-related
emotions) is based on fuzzy set theory using membership functions,
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Fig. 5. The cross-section through the emotions along the grief-ecstasy line, passing
through the center of the coordinate system.

which have many advantages. This allows easy interpretation by a
human (e.g. ‘more or less negative emotion’) and use in other applica-
tions requiring scaling (e.g. assigning an emotional color of appropriate
intensity to the objects perceived). What is more, a smooth transition
between individual emotions can be maintained and the agent may
be in several (two or four) different emotional states simultaneously,
which in turn increases the possibility of matching an adequate set
of reactions (according to SVC). Finally, the adopted solution in the
simplified (linguistic) version allows direct reference to other emotion
systems.

In the proposed system, two-dimensional emotional features are
easily expressed using polar coordinates on a circle of emotions. The
angle represents the color/valence of emotions, whereas the radius
expresses the agent’s arousal (so neutral emotion is near zero). This
circular concept also makes it easy to relate our model to other popular
dimensional emotion models (Russell, 1980).

The mechanism of the rainbow model is supplemented with a
mental health factor Y, which does not allow a healthy individual
to go beyond vigilance (i.e. to transit from ecstasy to rage) due to
an excessive positive stimulation (expressed by an absolute increase
of classical/linear emotion). This introduces a useful non-linearity to
our model. The resulting linear (angular) range of classical emotion is
(—180° + 4°;180° — 4°), and the non-linear one is (—180°; —180° + 4°) U
(180° — 4°; 180°).

3.4. Linear emotion — simplified model

A simplified linear emotion model is useful in inducing rapid reac-
tions. In the simplest case, such a mechanism can be built on the basic
emotions formulated by Plutchik (1980). Then linear emotions can be
caused by single impressions perceived (such as a special taste, pain,
or specific movement, etc.). Such a simple model of emotions allows
the decision-making system to unlock (make available) certain most
appropriate reactions (at the present moment), for example:

» joy — find new positive stimuli,

trust — share resources, cooperate,

surprise — stop the currently executed reactions,
sadness — search for compassion,

anticipation — prepare itself,

disgust — stay away from the subject,

fear — escape/run,

anger — fight.

using the following scheme: the color of the emotion — the exemplary
reaction to be unblocked. This kind of inference and decision-making
mechanism achieves a high level of priority in the ISD system devel-
oped. A special, safety role is assigned to negative emotions (located
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Fig. 6. Simplified linear model of emotions (the middle ring, or medium intensity on
the rainbow of emotions of Fig. 4).
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Fig. 7. TAWS, mood transition function, describing the mechanism of mood change
according to the evolution of emotions (Kowalczuk and Czubenko, 2013).

on the negative part of the real axis). In practice, they enable the
agent/individual to protect or defend itself against an unknown threat
or known objects that pose a threat.

Linear models of emotion are also shaped using fuzzy membership.
In the adopted standard approach (also applied in 3-dimensional mod-
eling of the rainbow of emotions shown in Fig. 4), the neighboring
membership functions overlap linearly. The rainbow of emotions is
depicted in Fig. 4 from the top view. Whereas, the linear model of
emotion of Fig. 6 is the result of cutting the rainbow of emotions along
a half-diameter circle (medium-intensity emotions).

The linear model of emotion is based both on the appraisal theory
of emotion and the somatic theory of emotion. Impressions received by
the agent can be easily evaluated in terms of the type of the emotion
(the phase on the wheel of emotions) and its intensity (the radius
on the circle), and, in consequence, allow us to design an intelligent
decision-making system taking into account component emotions and
impressions.

3.5. The mood model — taws

The proposed model of mood (%) is described by the TAWS func-
tion, which has properties similar to the dynamic hysteresis loop
(Fig. 7). In particular, at any moment, regardless of the current point on
the saturation characteristic, the change of the accretion mark (deriva-
tive) of the linear emotion variable (X axis) causes an immediate linear
change (decrease or increase) of the mood (of course, the dynamics
of saturation requires memory). Thus, the mood acts as a dynamic
Temporal operational Amplifier With Saturation (TAWS).

Considering the non-linear part of the mechanisms of classical emo-
tion, when the mental health factor is 1 (normal), a transition between
the maximum value of the angle (180°) and the minimum (-180°) is
impossible. The non-linear mechanism of emotion also has a definite
effect on the mood.

Mood calculations, which also have non-linear features, follow the
differences in the angle of classical emotion. A positive change in this
angle (towards the ‘joy’ emotion) causes an increase in mood (up to a
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Fig. 8. Emotional components and their basic relationships (Kowalczuk and Czubenko,
2018b). (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

point). Similarly, reducing the angle of emotion lowers the mood. While
in the corresponding non-linear modus operandi the mood changes to
the opposite with some restrictions. In this way, the saturation level is
not maintained, and a further increase in emotion causes the loss of
(positive) mood. The whole process is precisely described in the next
section.

4. From stimulus to emotion — a use case

As has been mentioned before, the emotional system has six compo-
nents. Figure 8 shows the relationships between them. Emotion results
from the emotional context of impressions (pre-emotions) and the
emotional context of objects (sub-emotion). Whereas private emotion
(equalia) results only from personal, emotional context of objects (sub-
equalia). Both classic (shared) and private (individual) emotions affect
the mood.

The concept of the xEmotion (sub)system assumes embedding in
the native system ISD, which provides a list of currently perceived
impressions (features of objects) and a list of previously perceived
discoveries (objects appropriately modeled in the agent’s memory). Of
course, both lists are created during the process of agent perception.
The emotional system, in accordance with its basic task, returns the
emotional state of the agent (including classical emotion, equalia and
mood).

4.1. Somatic emotions

According to the results of somatic theory, perception of impres-
sions can lead to the formation of a certain emotion (to be precise,
a pre-emotion). Similarly, and based on appraisal theory, the percep-
tion of phenomena or objects having an emotional context evokes
sub-emotions. Considering all these emotional factors, the agent’s emo-
tional state (classical emotion) is calculated as follows: the average
of pre-emotions is treated as one sub-emotion, and the centroid of all
sub-emotions is the sought emotional goal. Personal emotion (equale)
evolves in a similar way. In a state of high emotional arousal, the agent
can attribute the current emotion and/or equale to current discoveries
(as sub-emotion and sub-equale — see the green dashed lines in Fig. 8),
whereas sub-equale can morph to sub-emotion (red dashed line) under
certain conditions. A more detailed description of emotional qualia can
be found in Kowalczuk and Czubenko (2019).

An important factor of influence on the xEmotion system are pre-
emotions. They appear after the detection of relevant impressions —
features of the objects recognized in the environment. Those impres-
sions also contribute to the emotions of the agent as follows:
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Fig. 9. Transformation of (1) to the color of pre-emotion in the linear model of Fig. 6.

+ a smile — joy,

+ slow gestures or immobility — trust,

+ sudden gestures, unexpected movements (in good light) — sur-
prise,

« tears — sadness,

« focus on the detection of stimuli — anticipation,

» certain odors or flavors — disgust,

» sudden movement behind the agent’s back, unexpected move-
ment in the dark — fear,

- attack — anger.

Each of the perceived impressions is mapped into an appropriate
fuzzy (/th color) pre-emotion. This is done primarily in line with the
linear emotion model (Fig. 6). All pre-emotions gain the same intensity
calculated according to their number (a larger number of emotional im-
pressions generates a lower intensity). Fig. 9 shows an exemplary black
line along which the intensity changes. In particular, the intensity (Kf )
of pre-emotion is due to the number of currently perceived emotional
impressions and the /th color* in the following non-linear way:

p—(k+3)

where ¢, is a parameter representing the right end of the support
of the trapezoidal membership function of the (/th) color of the con-
sidered pre-emotion, n,, is the number of all currently experienced
pre-emotions, # and k are the sensitivity and gain of the curves of
particular emotional colors (see the example in black in Fig. 9, and
other views shown in Figs. 10, 11, and 12). 4° = 3;70; = 22.5°
is an emotional constant based on the number of distinct emotions
(dominated zones or colors) arranged on the rainbow of emotions
depicted in Fig. 4.

For the common spectrum of emotions of Fig. 6, ¢

e takes its values
from the following set:

{—146.25,—101.25,-56.25,—11.25,33.75,78.75,123.75,168.75 }

as illustrated in Fig. 9, where the calculated value of Kf (abscissa)

directs us to the fuzzy set of a particular emotion (color) with its
properly positioned membership function (right ordinate). This graph
also explains the effect of Mo (left ordinate) on Kf (the thick curve
refers to the case | = 0). Fig. 10 shows the value of pre-emotions (1),
where n,, is the number of currently perceived impressions having

a pre-emotional context. Parameter k confines the sensitivity of the
system to the number of stimuli.

4 Which is preserved for a given pre-emotion.
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Fig. 11. Effect of k shifting the inflection point (at g = 1).
The default value is k = 3, which means that at one moment

only three pre-emotions of maximal intensity are considered (Fig. 11).
Constants (4,3) in formula (1) modifying the effect of parameter k allow
for the desired shift of the curve.

The B parameter affects the desired dynamics of pre-emotion
changes, as shown in Fig. 12.

Detected pre-emotions are averaged and normalized:

1 I=n,,,e

K= e Tt )] @
e

1o Hpre(k])

where 4, (xf) is the value of the appropriate emotion membership
function shown in Fig. 9. Thus, the value (K(‘)') of pre-emotion is the
averaged value of all pre-emotions associated with perceived impres-
sions, and represents the prime (i) component of the classical emotion,
as shown in Fig. 8. In particular, pre-emotion is mapped onto the wheel
of emotions at a point corresponding to the fixed radius r = 65 (the
third ring) and the phase of the averaged/aggregate pre-emotion . In
systemic categories (xEmotion), the current color (linguistic value) of
pre-emotion determines the emotionally preferred, quick, unconscious
reactions.

The classic emotion &€ arises on the basis of perceived and recog-
nized external objects. Each recognized object exerts a similar effect as
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Fig. 12. Effect of changing the gain parameter f.

the aggregate pre-emotion (k). We assume that objects in the xEmotion
system (including those which are imaginary) can have an emotional
context. They appear right at the time of recognition. This context is
referred to as sub-emotion «°.

4.2. Appraisal of emotion

Taking into account the secondary (ii) or sub-emotional components
shown in Fig. 8, the system evaluates a ‘gravity’ center of sub-emotions
(weighted, fuzzy average of all sub-emotions, including pre-emotion &)
on the emotional circle of Fig. 4, where the weights of sub-emotions are
selected from the respective (maximally four®) membership functions.
The center of sub-emotions (in the classic emotional context) is thus
defined as follows:

e
=z max {py (k7)o (k) w3 (x7) g () }

n
where Kj is the /th sub-emotion, while various u describe the corre-
sponding membership functions applied. This center of sub-emotion
can be further spread into polar coordinates k¢ = (r.c;®.), which
makes it easier to perform ‘rotation’ on the classical emotion.

Another factor that contributes to the classical emotion system is a
function specifying the degree of fulfillment of the agent’s needs. Such a
function affects the rotation of the classical emotion by a certain angle.
The domination of unfulfillment moves the classical emotion towards
negative emotions (clockwise), while the domination of satisfaction —
moves it in the positive direction (anticlockwise):

3

=

1 l=n; .
ZZI:O U ('71) if ng>n,

Cmy=2-4°- 4)

—tzl’;gaﬂa (m) if ng<n,
The above ¢ describes the degree of fulfillment of all needs, where
n, denotes the number of satisfied needs, and n, is the number of
alarmed needs (i.e. the needs in the fuzzy state of ‘alarm’) and u, is
the membership function of the satisfaction state, while u, denotes the
membership function describing the state of alarm.

The last element that affects the classic emotion is referred to as the
calm-down mechanism (effect). After a certain, relatively short, period
of time, the classic emotion tends to a neutral state. Let § be a parameter
describing the effect of calming down, with its default value set to

5 Remember that there are regions on the emotional wheel in which we
have even four membership functions, e.g. a cross-section of fear, terror,
amazement and surprise.

10
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0.8. Note that the calming effect ‘draws’ the emotion to the center of
the coordinate system, and thus it affects only the radius of classical
emotion.

The evolution of emotion in time can easily be mathematically
described as a set of operations:

£ =T, (5 1€°] - TR ) ®)

where T (X,Y) is a semi-translation of X, in direction Y, by «a, a
parameter of translation. The semi-translation function is described as
follows:

(6)

Tylrg - ™, ry - &) = (@ g+ (1 =) - ry) - @0t

The above operations are graphically presented in Fig. 13. The agent
perceives one pre-emotion (e.g. a certain odor) and recognizes three
objects related to sub-emotions. The sub-emotion center is located
in the serenity emotion. Its initial emotional state was ‘terror’ (with
intensity ~ 1). Due to the negative effect of meeting the needs, the
emotional state turns into ‘terror’ (with intensity ~ 0.5). Then the state
calms down towards neutral emotion and is pulled towards the center
of sub-emotion. The final state of emotion is ‘fear’ of intensity ~ 0.6.

In summary, changes in classic emotions in the polar coordinate
system can be independently described as:

{wéc = a(@ge + &) + (1 —a) - arg(e)

7
ree=a-6- |5+ (1 —a)- e 2

It should be noted that there is some defect in the circular model
of emotions. From a systemic point of view, it seems unnatural and
even harmful that the transition between the emotions of (positive)
joy, including ecstasy and serenity/peace (through anticipation, with
vigilance/alertness and interest) and (negative) anger, with rage and
annoyance/irritation, is possible. To show and model this effect, a
third dimension is introduced into the emotion system, leading to a
spatial (spiral) model of emotions. This means that changes in the
angle of classic emotion are parallel to changes in altitude (in the
3rd dimension). This allows us to introduce and develop a necessary
nonlinear mechanism. Depending on the distance (angle) from the
maximum value of anticipation (180°/—180°), a ‘resistance’ to moving
the emotional point varies. In other words, each step that increases the
angle, is replaced with a smaller step described by the formula:

Dge if  wg €(—180—4°180 — 4°)
180-I(wge)  if Wge > 180 — 4° A Aa)gc >0
Wge 1= De if @z > 180 —4° A dwze <0 8)
—180+M(wze)  if @z < —180+ 4° A dwpe <0
@ge if g <—180+4° A Awge >0
where IT (wge):
wge = 180-4°
(wge) = A°-2-Y)-e 9

and the parameter Y € (0, 1) describes 'mental health’. In the case of
a technical agent (robot), this parameter is set to Y = 1, which means
that the transition between joy and anger is not possible. Certainly, you
can consider here a variety of non-linear functions implementing the
transformation I7(w;.). Fig. 14 illustrates the applied mechanism of the
nonlinear function.

4.3. Personal emotions

In a similar manner, in the dual (private, individual) part of emo-
tion, the equalia &' is determined (being the tertiary (iii) component of
emotion marked in Fig. 8), based on all the current sub-equalia . It
should be emphasized that equalia do not take predetermined linguistic
values and originally have only a relative individual-agent meaning.
We assume that the agent creates its individual (dual) emotional states
in the context of personal experiences, represented on the rainbow
(wheel) of equalia.
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Fig. 14. The third ‘dimension’ of classic emotions that allows you to scale the increase
of the target angle (axis X is the primary target angle w,., and axis Y shows the fixed
angle, as the effect of the nonlinear warping).

Initial sub-equalia (i.e. equalia assigned to objects using some inter-
nal equalia trigger or a somatic/bio-systemic factor) are created during
a persistent experience (perhaps with different strong stimuli), leading
to an intense classical emotion (see the highest ring on the rainbow
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Exemplary evolution of emotions (Kowalczuk and Czubenko, 2017) in response to pre-emotion and sub-emotions, and the effects of calming down and needs.

of emotions: ecstasy, admiration, terror, amazement, ...) and to its
isolated emotion zone (intense color). It is this emotion (£¢) that is
assigned to every currently perceived object as its sub-equale.

Considering the perceived objects already known and having sub-
equalia, they contribute to the state of equalia in the same way as on
the classic rainbow of emotion (see Fig. 13).

In the process of creating the agent’s emotion (see Fig. 8), a new pre-
emotion is remembered when a strong emotion occurs while perceiving
an impression more than » times, where » is a large number. Similarly,
a sub-emotion is associated to new discoveries when the agent has a
highly non-neutral emotion. On the same basis, a new sub-equale is
memorized only if the agent’s emotional state is in one of the isolated
emotional zones. On the other hand, using a deep (intermediate, inner)
affective approach in the xEmotion system, intense and stable equalia
can create a sub-emotion based on the linear/common emotion model
and portray this fact within the system models of currently perceived
objects.

Taking into account that the rainbow of equalia is organized with
the use of the same fuzzy (spacial) structure as the rainbow of emotions
(with maximally four overlapping membership functions), the center of
current sub-equalia «’ is calculated as follows:

(10)

e = iz - max o () () () ()

where ﬂ;; is the kth (fixed) fuzzy membership function of equalia,
while «; is the /th point of a new/considered sub-equale. Based on the
computed center and the previous equalia state, the system determines
the current state of equalia (on the rainbow of equalia):

= (' +&)/2 an
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4.4. The mood

The last principal issue discussed here is the impact of the classic
emotion (£°) on the mood (Fig. 3). The mood changes the kernel of the
membership functions of all needs, resulting in a new interpretation of
the levels of fulfillment of needs (their faster or slower satisfaction).
The mood is generated using the TAWS transformation (Fig. 7), which
always increases and decreases according to the increase or decrease
of the linear emotion state (the medium ring of the wheel of emotion),
but for the saturation positive and negative levels. Due to the (priorly
modified) angle of the current classical emotion (wgc), the mood is
determined according to the following formula:

B (80-wz) if
E= Z—B(—lSO—wgc) if

Sz (wge "";c E else

Wz > 180 — 4°
Wz < —180+ 4° 12)

where = is the TAWS output, and f- describes the behavior of the
dynamic TAWS element in its active (linear in the principal part) range,
namely:

S2(Z @l e )=min(90, max(—90, =42 (wgc ol ) )) 13)

while £/ means the previous mood, and ', stands for the previous

angle of classical emotion (such previous knowledge requires memory).
The TAWS parameters have been determined adequately to the range
and limits of saturation (see also the red line shown in Fig. 7). Note
that the first two conditions relate to the emotion of anticipation and
vigilance, which corresponds to (8) and the red line in the TAWS
mechanism from Fig. 7. The full idea of mood dynamics is described
in (13).

The linear part of the mood function is fixed (it could, for instance,
be related to the intensity of the classical emotion), and its inclination
is adjusted based on the assumption that the maximum mood change,
by 180 degrees, results from a 90 degree advance in the color/phase of
emotion (along the intermediate circle).

Taking into account the actual state of mood (Kowalczuk and
Czubenko, 2011), a specific derivative parameter is calculated, which
defines and adapts the kernel of the membership functions of needs
(satisfied, pre-alarmed, alarmed). By this means, the xEmotion system
controls the speed of achieving the fulfillment states of the needs (faster
— in a positive mood, or slower — in a negative mood). It should be
noted that through the operation of the needs system, the mood also
has an indirect impact on the emotional state and, consequently, also
on the newly stored discoveries (objects).

5. Simulation

Simulation of the xEmotion system was carried out for procedural
and quantitative purposes and to prove the concept of the system. The
presented simulation material is equivalent to the results of a laboratory
test in which various environmental objects are shown to the agent for
a specified period of time. In this case, the agent is transparent in the
sense that we can observe its internal emotional states. It should be
noted that in the presented case of object perception, the agent did not
interact with the environment.

The time of the simulation was limited to 20 steps. During the
simulation, the agent experienced the perception of objects associated
with emotions (having emotional context expressed by the object’s
sub-emotions). In this experiment, pre-emotions (associated with im-
pressions) were omitted.® Moreover, it was assumed that currently
the agent was fully satisfied with its needs, which means that the
motivational sub-system had a positive impact on the emotional sub-
system according to the model (4), in particular, the increment (the

® Note that according to the principle of creating emotions described earlier,
they come down to one sub-emotion.
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Fig. 15. Evolution of sub-emotions (black diamonds), their center (red line) and classic
emotion (blue line) in time (numbered cycles). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 16. Details of the evolution of the emotional variables: sub-emotions (black
diamonds), their center (red line), and classic emotion (blue line). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)

need impact) {(y) = 2 - A°. The translation parameter was set to a =
0.6, which means that the classic emotion of the agent was strongly
adapted.

As is known from the literature (Section 2.1), sub-emotions (psy-
chological expressions) last only a short time from the first moment of
exposition. Therefore, normally the full exposure time of objects does
not really matter, since a particular sub-emotion affects the agent if,
and only if, such an object has the attention of the agent.

Nevertheless, in order to simplify our experiment and to obtain
expressive emotions in continuous development, we also assumed that
each of the objects during the whole time of their perception by the
agent, generated sub-emotions (that is, the agent simply paid attention
to the objects within the whole time of the object’s exposition).
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Table 3 Table 4
Scenario of objects with different sub-emotions and exposition time. Reactions of the xDriver agent (Kowalczuk and Czubenko, 2017).
Object name Sub-emotion @ reo (&) Exposition time [steps] Mileage [km] xDriver reaction Emotion
Boom Apprehension 46° 35 1 2-10 0.00 Increment speed to 90 Indifference
Tiller (helm) Trust 84° 74 0.8 1-2 0.66 Brake to 50 [km/h] Indifference
Sail Joy 130° 78 0.6 3-7 0.79 Keep current speed 0 Indifference
Forestay Vigilance 158° 94 0.27 5-6 0.85 Increment speed to 50 Indifference
Sheets Boredom —84° 26 0.8 8-15 1.06 Brake to 50 [km/h] Indifference
Spinnaker Apprehension 27° 38 0.49 9-10 1.09 Keep current speed 0 Indifference
Mainsheet Admiration 100° 98 1 10-13 1.26 Increment speed to 90 Indifference
Jib Serenity 140° 22 0.6 15-20 2.09 Keep current speed 0 Indifference
Paddle Surprise —48° 65 1 17-20 2.45 Brake to 30 [km/h] Indifference
Halyard Interest —166° 34 0.77 19-20 2.62 Keep current speed 0 Indifference
3.25 Keep current speed 0 Indifference
4.45 Increment speed to 90 Indifference
4.61 Increment speed to 90 Distraction
In the experiment, the agent experienced the perception of 10 4.63 Emergency brake 0 Surprise
different objects (and their associated sub-emotions), whose ‘original’ 463 Emergency brake 0 Fear
. . . . . A 4.65 Emergency brake 0 Terror
emotional contributions are denoted by black diamonds in Fig. 15, 4.85 Keep current speed 0 Terror
and designated by the number of the computation cycle in which they 4.85 Keep current speed 0 Fear
first appeared. More detailed trajectories of the emotional variables 4.85 Keep current speed 0 Surprise
are shown in an augmented version in Fig. 16. The particular expo- 4.85 Keep current speed 0 Distraction
. . £ th bi is di Iy ill d in Fie. 17 in its fi 4.85 Increment speed to 90 Indifference
sition time of these objects is directly illustrated in Fig. in its first 5.65 Keep current speed 0 Indifference

sub-graph. The linguistic value (label) of sub-emotions (different for
different objects, for simplicity) and the value of its (3D) membership
function can be read from the legend and Table 3, where we provide
the exposition time, which determined how long the object and the
emotions associated with it affected the agent (namely, such an expo-
sure resulted in a corresponding shift of the agent’s current emotional
state towards the sub-emotion associated with the perceived object).
The simulated evolution of the center of all sub-emotions (as described
in (3)) is marked as a red line in Figs. 15, 17, where the blue line
represents the effective trajectory of the classic emotion of the agent.

After the initial phase of simulation (step 0), at first only one object
was exposed to the agent (in step 1) which had a positive sub-emotion
@z > 0. Due to the low value of its membership function (and the
weighted average implemented), the effective sub-emotion center (red
line in step 2) and the intensity of classical emotion (blue line in step 2)
were suitably suppressed (with respect to the only sub-emotion, and the
center, respectively). It is interesting to see that, in both steps 0 and 2
(for instance), in spite of a non-supportive effect of emotions, and due
to the positive impact ({() > 0) of the motivational sub-system, the
classic emotion (blue) got higher (w.r.t. its angle), etc. ...

Next, in step 13, the agent lost its attention on the ’main sheet’,
which caused a great fall in the color (represented precisely by wg.)
of emotion. This, in turn, caused a rapid fall in the mood of the
agent (see fourth sub-graph). Note that there is a sensitive mechanism
preventing the agent from entering the kernel of anticipation (in the
vicinity of 160°). One can also find an interesting point at the end of
the simulation (after step no. 20), when all objects were gone from the
attention of the agent. As a consequence, the classical emotion (mainly
its intensity) drops to zero due to the calm-down effect. Thus, finally,
the color of emotion slowly grows (the effect of fulfilled needs), and
the agent’s mood goes up slightly.

6. xDriver agent

Another type of simulation study is outlined in Kowalczuk and
Czubenko (2017) and applied in a control system (Czubenko et al.,
2015), which was intended to simulate the behavior of an intelligent
driver (xDriver) in a virtual environment with a simple road scenario,
including traffic disruption in the form of a pedestrian on the road.

The decisions and emotions of the xDriver are described in Table 4,
Figs. 18 and 19. As can be seen in the first stage, the xDriver system’s
behavior was similar to that of cruise control (CC), while in the second
phase, when xDriver saw a pedestrian on the road, the xEmotion sub-
system developed its emotion, which under the SVC regime changed the
modus operandi of the xDriver system resulting in well-chosen reactions.

13

The initial part of the discrete-time simulation shows how the
xDriver selected the appropriate reaction, based on its system of needs
(for details see Czubenko et al., 2015; Kowalczuk and Czubenko, 2017).
Every action of the agent was extended in time until the car reached the
goal. For instance, xDriver implemented the decision about 90 km/h or
neutral action indicated as ‘keep the current speed’ (note that a lack of
success or changing the emotion trigger another cycle of thinking).

The overshoot shown in Fig. 18 results from the non-optimal tuning
of the simple PI controller, which was triggered every time the agent’s
decision about its speed changed. The red dashed line shows the current
speed limit in advance of 350 m. In the same way, the xDriver agent
observed the pedestrian from a distance of 350 m.

The main part of the emotional simulation began at a distance of
445 m, where the agent perceived the pedestrian. A man on the road
induced in the agent the sub-emotion of terror, which remained as long
as the xDriver was approaching the pedestrian. In effect, the xDriver
system braked, stopped, and waited until the passer-by left the road.
Although the model human sub-emotions lasted only a few seconds;
for our purposes, the sub-emotions were sustained until the observed
object was in the agent’s spotlight (i.e. xDriver saw the obstacle).

The evolution of the classical emotion felt by xDriver was the
following: first, it turns to distraction, surprise, next fear, and finally
to terror, as shown in Fig. 19, and as explained earlier. Under the
influence of the applied single sub-emotion, the classic emotion went
up, and then fell down to the neutral point (in the absence of any
sub-emotions) along the same trajectory.

A change in the labeled classic emotion interrupted the currently
executed action of the agent, and switched it to a new set of available
reactions (the effect of SVC), and thus shaped the method of functioning
the xDriver. The ‘emergency brake’ action is attributed to the emotions
of terror and fear, while other reactions only work when the agent’s
emotional state is ‘indifference’.

The exception is the action ‘keep the current speed’, which, as
neutral, may be chosen at any time. The emotional states of the agent
are fuzzy — they infiltrate as shown in Fig. 4, and the agent can
have four fuzzy emotions at the same time. For example, at a distance
of 4.61 km, the agent had two different emotions (‘indifference’ and
‘distraction’), and could choose reactions associated with ‘indifference’
(most reactions), and ‘distraction’ (none).

When the agent chose the action labeled ‘emergency brake’, it was
interrupted, but continued to be chosen (two times), due to the change
of emotion. After the ‘emergency brake’, and obtaining zero speed
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Fig. 17. Exposition window of objects with sub-emotions (first subgraph), sub-emotion names and the membership function (legend), radius and angle of sub-emotions, their center
(red line), and classic emotion (blue line) in time (second and third subgraph) and changes in the mood of the agent (fourth subgraph). (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)

(stopping), when the pedestrian went away, no new sub-emotion af-
fected the xDriver agent. Thus the agent stuck to ‘keeping/maintaining
the current speed’ (0), until its emotion relaxed to the neutral state
(even if it could select other reactions, resulting from the border be-
tween ‘distraction’ and ‘indifference’). After calming down, the xDriver
decided to move on, taking the standard reaction of speed increase
(‘increment speed”).

7. Summary

In this article, we have described the original and working xEmo-
tion system, based on our computational model of emotions designed
to reflect a wide range of key aspects of psychological theory that
were not captured by other known computational models. Adopting
the cybernetic paradigm, the xEmotion system models emotions as a
state of a complex process designed online to ensure agent adaptivity
(e.g., through the auto-creation of emotions and other control tools)
and its security and safety (e.g., by using pre-emotions automatically

14

created or designed by the programmer for perceived environmental
objects).

Sub-emotions and pre-emotions provide important information for
the emotional and motivational subsystems of the agent and additional
information for other ISD modules. In a natural way, emotions also
allow the agent to communicate with the environment in a more
advanced, or even human way (verbal and non-verbal). It is important
that the system includes emotions according to affective neuroscience
(which means that not only psychological elements are implemented
in ISD):

« feelings — sub-emotions,
- affect — emotion,
» moods — mood.

Affective computation can lead to effective mechanisms in different
branches of science and technology.

The proposed emotional architecture can be used to rationalize the
search for the role of emotions in human cognition and behavior. From
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Fig. 19. Time evolution of emotions in xDriver (Kowalczuk and Czubenko, 2017).

the point of view of control theory, computational models of emotions
allow us to imitate the role of SVC in autonomous systems or agents;
and such emotion-based systems can lead to more flexible control of
difficult non-linear systems.

The xEmotion subsystem of the ISD system has been designed to al-
low the selection of the most appropriate response of the agent (robotic
carrier) to specific changes in the environment. An autonomous agent
or robot controlled by the ISD system can operate faster and more
efficiently, due to its system of emotions, which - from the control
theory viewpoint — can be interpreted as an approach based on the
scheduling variable strategy.

The developed xEmotion system, integrated in a coherent and pos-
sibly comprehensible way with psychological theories, allows the agent
to construct individual emotions in response to observations and inter-
actions, as it is in the case of an interactive avatar — dictobot (Kowal-
czuk and Czubenko, 2010a), or the autonomous driver (Czubenko et al.,
2015; Kowalczuk and Czubenko, 2017; Kowalczuk et al., 2019a,b), for
instance.

The processed emotions can be used both to promptly select an
appropriate reaction using the proposed two-level procedure, and to
present emotions understandable to the human interlocutor, which is
in accordance with contemporary trends in robotics. Certainly, the
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effective operation and interaction of the emotional systems of such an
autonomous agent strongly depends on a properly developed system
memory (Kowalczuk et al., 2016).

In conclusion, emotions in the ISD xEmotion system is used not only
as a scheduling variable (for making decisions and shaping reactions or
a general behavior), but also as a tuning parameter (in the motivational
subsystem).

In robots, agents or avatars based on the ISD xEmotion system,
emotion expression can be used both as an input signal (generated
by the human operator) and as an output factor (transmitted to the
human operator). Furthermore, in various social and psychological
applications, the xEmotion system can also model different variants of
the human personality (e.g. a mentally stable or unstable agent).

To sum up, the concept of interpretation and use of emotions
as a scheduling control variable is one of the main inventions and
contributions of this work, which solves the key problem of designing
autonomous systems (the comparison of different emotion calculation
models can be found in publication (Kowalczuk and Czubenko, 2016)).

Because the general idea of discovering the ‘functional’ structure of
the mind seems obvious and attractive enough, we are now focusing
on the possible applications of our ISD solution and the SVC concept,
which briefly expresses the following passage describing the directions
for further research.

The directions of further work seem to be a really big challenge
(and as such are also very attractive). These works are related to the
further functional development of the ISD concept, but mainly in the
context of implementations tailored to various medical and industrial
applications. In the medical field, this can be, for example, evaluation
and filtration of the patient’s emotional (psychophysical) state after
surgery and/or rehabilitation. In the field of technical applications,
mainly in automation and robotics, we intend to build laboratory imple-
mentations on available devices, e.g. mobile robots (such as Husarion).
It is clear that in order to design this type of autonomous devices,
several problems related to robot navigation, control, sensors, SLAM
procedures, real-time processing and many other issues need to be
solved.

However, there is hope that in the near future we will be able to test
the proposed solution on various mobile robot systems. On the other
hand, providing a complete hardware platform and solving practical
problems related to autonomous interaction and exploration of the
environment for a specific purpose is one of the biggest challenges of
modern engineering science.
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