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Wiśniewska, A. A Strategy for

Managing the Operation of Technical

Infrastructure Based on the Analysis

of “Bad Actors”—A Case Study of

LOTOS Group S.A.. Sustainability

2022, 14, 4477. https://doi.org/

10.3390/su14084477

Academic Editors: Antonella Petrillo

and Fabio De Felice

Received: 22 February 2022

Accepted: 29 March 2022

Published: 9 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sustainability

Article

A Strategy for Managing the Operation of Technical
Infrastructure Based on the Analysis of “Bad Actors”—A Case
Study of LOTOS Group S.A.
Tomasz Dziabas 1,2,* , Mariusz Deja 3,* and Aleksandra Wiśniewska 3
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Abstract: The article covers issues related to the selection of a management strategy for the operation
of technical infrastructure. It contains the approaches, methodology and a general model of the
system of operation of the Maintenance Services of the LOTOS Group production company, which
is an example of a large oil concern. Nowadays, an increasing aspect is put on the efficiency of
individual repair processes, as well as the operation of equipment. Doubts often arise as to which
strategy is the right one and which one to choose. With numerous machines, there are problems
related to work planning and optimal use of resources. In addition, there are frequently difficulties
in identifying the devices that interfere with the processes. The aim of this article is to present the
maintenance strategy of the LOTOS production company and to introduce a procedure that allows
for the assessment of the efficiency of machinery and equipment operation. It includes a method
extending the identification of “Bad Actors” used so far, based on data from the ERP (Enterprise
Resource Planning) system, with a solution based on reports made after device repairs. MTBR (Mean
Time Between Repair) coefficients were calculated for particular Complexes, Plants and Machines,
which allowed for the identification of troublesome areas and the most difficult devices in production
processes. This made it possible to select the equipment that should be repaired in the first place. After
the implementation of the method and service activities, a decrease in the number of problematic
machines was observed.

Keywords: maintenance strategies; efficiency and optimization of repair activities; bad actors in
processes; reliability of technical infrastructure

1. Introduction

Maintenance is one of the most important areas of activity of production companies
because it is up to the Maintenance Services to ensure the availability of technical infras-
tructure, i.e., to maintain the continuity of production lines and reduce downtime resulting
from failures or periodic inspections. The operation of the plants depends on whether
the machines and production devices are repaired in an effective manner because only
such activities enable high throughput capacity, high-quality products and increase work
safety. This subject is extremely important because production companies are expected to
maximize profit at the lowest possible cost [1], and losses can be offset by properly trained
employees providing maintenance and repair services.

Overhauls, repairs and adjustments as well as any other measures to prevent failures
of production plants require a specific action plan. A maintenance strategy is a sequence
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of decisions necessary to be carried out in order to be able to maintain production capac-
ity [2]. Maintenance services should therefore follow the previously established strategy
and procedures, which will allow for the removal of faults in a standardized manner.
Importantly, these strategies are constantly evolving because, with the acquired experience
and skills to find weaknesses and improve repair processes, it is possible to constantly
develop and introduce appropriate innovations. With many years of practice of engi-
neers and management staff, differentiated and individual repair approaches based on
selected strategies have usually been developed. The following maintenance strategies are
most commonly used in manufacturing companies: reactive, preventive, condition-based,
predictive, production-integrated, reliability-oriented and prescriptive.

The reactive strategy consists of service works carried out only when a fault or failure
occurs. It is characterized by low costs to be incurred for maintenance, control and diag-
nostics [3]. It is practiced mainly for machines that are less important in the production
process, which do not generate such large losses in the event of a standstill. This strategy is
common in enterprises where individual and small-lot components are manufactured.

Preventive maintenance is characterized by the operation of Maintenance Services
based on plans and schedules, e.g., resulting from the manufacturer’s technical and opera-
tional documentation [4]. It includes activities that should be taken at specified intervals or
after the device has worked a given amount of time [5]. Some of the production companies
adjust these assumptions to their own needs, based on their experience with the use of
technical infrastructure [6].

Condition Based Management (CBM) strategy is based on data collection using devices,
incl. such as: vibration analyzers, pyrometers, thermal imaging cameras, which makes it
possible to perform vibroacoustic diagnostics or thermovision. Such scheme allows a team
of specialists to analyze and evaluate the current technical condition of a given device [7,8].

The predictive approach (PdM) is also based on collecting and analyzing large amounts
of data, which are taken directly from machines from production plants. However, the key
difference between CBM and PdM is the prediction failure mechanism. On the one hand,
we are dealing, respectively, with models in the form of simple mathematical formulas,
considering the influence of several operational factors, developed with the participation of
a team of experts, and on the other hand, with the concept of a digital twin and statistical
modeling techniques taking into account the aspects of Machine Learning (ML) and the
Internet of Things (IoT) [9]. PdM allows, based on historical data and current failure
analysis, to continuously improve models and predict downtime with greater efficiency
and take into account the changing conditions in production [10]. Usually, this strategy is
practiced on critical enterprise machines.

Total Productive Maintenance (TPM) is a concept aimed at increasing the stability of
production processes, extending the service life, and reducing the maintenance costs of
production equipment. It is considered a holistic system because it concerns the entire
production and repair process and blurs the boundaries between production and the service
area [11]. Production workers are more involved in taking care of the technical condition
of machines and devices through simple operating activities such as lubrication, cleaning
and capturing irregularities in the work. Activities improving the organization of work
with the machine, keeping maintenance standards and properly trained operators provide
a good basis for proposing improvements, e.g., Kaizen ideas [12] and for increasing the
Overall Effectiveness of Equipment (OEE), which is an indicator of the effectiveness of this
strategy [13]. OEE monitoring allows for the identification of waste and the determination
of the nominal efficiency of the use of machinery and production equipment [14].

The methodology in the field of maintenance focused on reliability (RCM-Reliability
Centered Management) is based on determining the necessary activities in the operational
efficiency of a device or machine, taking into account the conditions of use [15,16]. Therefore,
the importance of individual technical objects for the entire production process is assessed,
as well as their working conditions, technical condition and history of use. This strategy is
widely used to achieve and establish certain standards in the field of operational safety by
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changing procedures, operational activities and repair plans. Proper implementation of
RCM leads to increased cost efficiency, machine uptime and a better understanding of the
level of risk in maintenance [17]. This strategy uses analytical tools, the most popular of
which are: Failure Mode and Effects Analysis, Fault Tree Analysis, Critical Analysis, Root
Cause Failure Analysis and Bad Actors identification.

The prescriptive strategy is the development/improvement of the predictive approach,
in which the system (by collecting data in real time) calculates the estimated time of
operation of the device until a failure occurs. In the prescriptive concept, it is possible
to obtain information on how to avoid failure and what its consequences may be [18].
It also uses: Internet of Things, Machine Learning, Big Data analysis methods [19] and
Artificial Intelligence methods [20]. The prescriptive strategy assumes that it is IT systems
integrated with machines that will provide timely and accurate reports on the technical
condition of devices, which will allow the company’s management to effectively control
production, manage safety, plan downtime and generate precise and timely repair orders
for Maintenance Services [21]. The main goal of this strategy is to reduce operational risk
and eliminate the prescriptive approach based on planned repair.

Sustainability is one of the two most important factors of the Smart Manufacturing
or so-called Industry 4.0, which is defined as a subset of the smart manufacturing system
represented by self-learning and smart machines that predicts failure or as the application
of machine learning by applying advanced analytic techniques or big data about technical
conditions [22]. Due to the increase in digitalization and automation, we can nowadays
collect data by using Internet of Things. Digital files stored in cloud services enable using
fuzzy logic, neutral networks, evolutionary algorithms and machine learning. Data-driven
predictive maintenance strategy may be developed by usage of deep neural structure
called long short-term memory (LSTM), which allows the underlying time series patterns
for predicting the failures and reflecting the degradation trends solves the instantaneous
maintenance decision-making problems [23]. An important influence of maintenance is
described in another empirical study on the impact of maintenance function on more
sustainable manufacturing processes [24]. After identification of ten factors of maintenance
activities, chosen from the sustainable manufacturing point of view, the matrix MICMAC
(the matrix of crossed impact multiplications applied to a classification) was carried out
to categorize maintenance factors. Application of the fuzzy analytic hierarchy process
(F-AHP) enables creating an input for the fuzzy technique for order preference by similarity
to an ideal solution (F-TOPIS). The analysis showed some of factors the most important
and influential, for sustainable manufacturing. Factors such as: usage of data collection,
preventive and prognostic service strategies and planning of the modernization of machines
and devices are related to Industry 4.0 and its most known aspects that influence the social,
environmental and economic aspects of manufacturing.

To sum up, all the strategies described above are characterized by a different approach
with some common elements, which depend on many factors: economic, technical and
organizational. It can therefore be concluded that the selection of an appropriate strategy is
one of the key elements in the management area of maintenance, which can significantly
optimize expenses in a production company [25], as well as reduce the number of failures
to the level acceptable to the company. When selecting the procedure, it is important to
determine the balance and find the optimal point between the costs of maintenance and
the added value in the form of knowledge (information) about the technical condition
of machines, which will allow for subsequent preventive actions reducing the number
of failures.

The next part of the article presents the strategies for managing the operation of
technical infrastructure used in the LOTOS Group production company. The focus was
on the reliability elements related to typing “Bad Actors” and new methods related to
their identification were presented. It is a very important element in the functioning of
all production companies because the precise typing of problematic machines allows for
reacting by improving/repairing or replacing the device with a new one. The number of
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contributions related to maintenance of large oil concerns is relatively small compared
to other industrial sectors. With so many infrastructure components, there is a high risk
that equipment will be continuously repaired at certain intervals, and this will not be
qualified to be a weakness in the overall process. Therefore, it is necessary to implement the
system of methods, rules and regulations which allow for identifying problematic devices
that interfere with the production process and eliminate the problem. This will allow for
improving the availability of plants and production possibilities.

Considering the above, this paper proposes an effective method of finding “Bad Ac-
tors” in production installations on the basis of data obtained automatically from reports
of repair contractors. This allowed for the conversion of the MTBR efficiency index and
the assessment of problematic production areas with frequent maintenance of machines
and devices. This method is original as there is no such solution practiced in the mainte-
nance approach. At LOTOS, this allowed, after the repairs were made, to extend the time
between them. This approach can be successfully duplicated and implemented in other
production companies.

The remainder of this paper is organized in the following order: Section 2 contains an
introduction to technical infrastructure and assets of LOTOS Group. Section 3 describes
specific maintenance strategies applied at LOTOS for rotary devices. In this section, the
advantages and disadvantages of maintenance strategies are underlined and their economic
viability is described. In Section 4, the proposed methodology and methods are presented.
The identification of “Bad Actors” in the enterprise, as well as the schemes of the currently
used methods, are described in detail in Sections 5 and 6. The Section 5 describes the
method which uses the data only from the ERP system, and the Section 6 contains a
newly developed scheme consisting of data generated by the repair contractor—LOTOS
Service, which allows for efficiency calculations for rotary machines. Finally, the authors’
contributions and further recommendations are summarized and discussed in Section 7.

2. Technical Infrastructure and Assets of the LOTOS Group

Due to its continuous development and significant needs related to the improvement
of the efficiency of the works performed and the creation of repair schedules and plans,
the LOTOS Group places great emphasis on the constant improvement of the quality of
its services. For this purpose, it is necessary to regularly analyze, update and innovate
procedures and repair activities. The construction of new production plants and the increase
in the number of machines and devices leads to the problem of prioritization of repair
activities, as well as to difficulties related to the even allocation of work for service teams
and optimization of material resources (transport and cranes, spare parts, etc.). There are
forty-four employees performing repair and service work at the Machinery and Equipment
Repairs Department (from the mechanical industry). They are divided into three brigades:
repairs of pumps, repairs of turbines, compressors and blowers, as well as a brigade of
repairs of mixers and fans. Therefore, for each employee in this area, there are statistically
several dozen machines, which, with a large number of repair reports that come from all
plants every day, leads to work stacks. At this point, difficulties arise with determining
the order of repairs, as the situation at the production plants is very dynamic. With such a
large number of infrastructure elements, the question arises as to what strategies should be
used for specific devices in order to use all resources of the company in the most effective
way, minimize the number of equipment downtime and optimize expenses incurred on
service and repair works. The importance of choosing the right strategy and its impact on
Shell’s Petroleum Development Company costs was presented by [26].

LOTOS Group is an oil concern dealing in the extraction and processing of crude oil
and the sale of high-quality petroleum products. The refining activity is carried out in the
framework of five basic production plants: the Distillation Unit (PZD), the Fuel Unit (PZP),
the Hydrocracking Unit (PZH), the Oil Unit (PZO) and the Hydrogen and Sulfur Production
Unit (PZW). Storing and composing products is the subject of activity of Composition and
Expeditions Products Unit (PZK), and the filling of products is carried out by Tank Topping
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Unit (PZC). Energy, steam, water, nitrogen and air—the media necessary for the operation
of the plant—are provided by the Power Media Production and Water and Wastewater Unit
(PZE), which also includes the sewage treatment plant. In 2019, the EFRA plants (Effective
Refining of Oil Processing), i.e., delayed coking unit, was launched. Bitumen is produced
by LOTOS Asfalt at plants in Gdańsk and Jasło (industrial, special road, modified bitumens
and emulsions) and in Czechowice (MODBIT modified bitumens). Lubricating oils are
produced by LOTOS Oil, which has plants in both Gdańsk and Czechowice (industrial
oils). Figure 1 shows the scale and complexity of Grupa LOTOS production plants.
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Figure 1. Production plants of Grupa LOTOS in Gdańsk.

At each of the above-mentioned plants, there are plants that include machines and
production devices such as: pumps, compressors, turbines, fans, mixers, blowers, etc. The
refinery’s machinery park is extremely extensive (Table 1)—there are about two thousand
pumps in total, while compressors and turbines are over two hundred, which shows the
scale of workload to be performed in order to keep the refinery in good technical condition
and prevent the interruption of the production process. Importantly, the development of
infrastructure means that the number of technical objects is constantly growing. Table 1
shows the changes caused by development programs: 10+, which in 2009 increased the
processing capacity to over ten million tons of crude oil per year, and EFRA for better
management of heavy residues, i.e., those crude oil fractions from which heavy fuel oil
is produced.

Table 1. Number of devices in the LOTOS Group.

List of the Main Devices of the LOTOS Refinery

No. Machine Type

Quantity of Machines

Before 10+
(Until 2009) After 10+ After EFRA

1. Pumps 1260 1640 1870

2. Compressors, turbines 75 91 103

3. Fans, blowers 51 81 105

4. Radiator fans 200 380 424

5. Valve drives 400 500 640
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Table 1. Cont.

List of the Main Devices of the LOTOS Refinery

No. Machine Type

Quantity of Machines

Before 10+
(Until 2009) After 10+ After EFRA

6. Mixers 180 210 220

Total: Rotating machines 2166 2902 3362

7. Engines 10000V 144 162 178

8. Engines 6000V 22 31 42

9. Engines 380/400V 2498 3238 3452

10. Engines 230V 21 32 44

Total: Engines 2685 3463 3716

11. Regulating and on-off valves 3700 4800 6000

12. Pressure Safety Valves 1866 2433 2862

Total: Valves 5566 7233 8862

Sum 10,417 13,598 15,940

Each machine has its specific criticality (critical, semi-critical, important, remaining),
which may vary depending on the current situation in the plants. The degree of materiality
was established using the criteria relating to:

• safety–machines, the consequences of which may be: very dangerous/dangerous/safe;
• significance from the perspective of the unit–machines of: main/medium/small

importance;
• significance from the perspective of the plant–machines: very important/important/other;
• probability of failure–machines with: high/medium/low probability of failure;
• refurbishment complexity-machines in need of refurbishment activities: very com-

plex/medium complex/simple.

Table 2 presents the division of rotating machines (pumps, compressors, turbines,
blowers, fans, mixers) that were classified and assessed for their criticality.

Table 2. Classification of LOTOS rotating machines—as of 30 June 2020 (under revision).

Group Classification Number of Devices

I Critical equipment 284

II Semi-critical equipment 407

III Important equipment 1051

IV Other machines 969

In a given area, the devices operate in different systems: e.g., single (no replacement
machine), two out of three (two are in operation, one is in reserve) or one of two (one is
in operation, one is in reserve), which depends on the current production needs. How-
ever, there may be a case where the machine with a lower criticality degree will be more
important than the one with the higher one because it is one of the three working on the
production line, and it is impossible to start up the backup equipment. It is then necessary
to prioritize work, perform a risk analysis and start repairing the technical object that
threatens the continuity of production. In a situation where there are no such problems, and
the device has its criticality in accordance with the qualified list, the appropriate procedure
is adopted: the response time of the Maintenance Services determines the appropriate
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frequency of diagnostics, purchases/prepares/produces spare parts in the event of failure
and possibly prepares repair technology.

3. Operation Management Strategies at the LOTOS Group

The strategy used at the LOTOS Group is a mixed (hybrid) strategy. For parts of
machines and devices (mainly electric motors and safety valves), a preventive strategy has
been adopted, in which periodic, scheduled inspections are planned, which is aimed at
the replacement of individual elements of the device (regardless of the degree of wear)
in order to exclude a potential failure and avoid future breakdowns. These activities are
also related to legal issues. EX electric motors (used in potentially explosive atmospheres)
require inspection within a period of three years. Of course, in the event of a stop, damage,
malfunction or even a suspicion that a technical object is not functioning properly, it is sent
for verification or repair. It should also be emphasized that, in connection with planned
production activities, LOTOS also arranges shutdowns: both operational (e.g., for filter
cleaning, regeneration or replacement of catalysts) and technical (turnaround repairs—
every four/five years). Shutdowns of plants/units (complexes) create the possibility of
performing certain preventive actions, so that, in the future, there will be no stacking orders
for maintenance workers. Infrastructure components that are difficult to repair during
normal operation are used for inspection and replacement, and their stoppage may result
in a reduction in production. This applies to semi-critical and mainly critical machines.

Devices classified as less important from the production point of view as a result of the
risk analysis (category of machines—important and other), the repair of which is usually
not complicated and the repair time not being long, have been included in the reaction
strategy. However, it should be borne in mind that, if the service detects irregularities in
the operation, a diagnostician is called in to verify the correctness of the work. This means
that there are very few machines running until they stop, i.e., “unattended”.

Diagnostics of the technical condition of the machines, apart from current reports,
is also performed on a schedule (Table 3) by specialists from the Quality Control Depart-
ment dealing with data collection using the “Microlog” type analyzer (measurement of
vibrations of bearing nodes and the entire machine set), pyrometers and thermovision
(temperature measurement of individual elements of the device). These data are subject to
subsequent analysis, which allows for the detection of irregularities in individual compo-
nents (CBM strategy). Such control is practiced for all types of devices, regardless of their
criticality level.

Table 3. Schedule of diagnostic works for one of the Production Unit-Hydrokraking.

No.
Technological

Number
of the Machine M

PK

C
ri

ti
ca

li
ty Planned Date of Work Completion

Weeks 1–26 of the Year 2021

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

1. 0150-KXXX 1311 MK X X X X X X X X X

2. 0150-TKXXX 1311 MK X X X X X X X X X

3. 0150-KXXX-PXXXA 1311 SK X X X X X X X X

4. 0150-KXXX-PXXXB 1311 MW O O O O O O O X X

5. 0150-KXXXA 1311 SK X X X X X O O X O

6. 0150-KXXXA-PXXXA * 1311 MK 13 13 13 13 13 13 13 13

7. 0150-KXXXA-PXXXB 1311 SK O O O O O X O X

8. 0150-KXXXA-PXXXA 1311 SK O O O O X X X X O

9. 0150-KXXXA-PXXXB 1311 MW X X X X X X O X X

10. 0150-KXXXB 1311 SK O O X X X X X X X X X

11. 0150-KXXXB-PXXXA * 1311 SK 13 13 13 13 13 13 13 13

12. 0150-KXXXB-PXXXB 1311 SK X O O O O O O O

13. 0150-KXXXC 1311 MK X X X X O O X X O X
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Table 3. Cont.

No.
Technological

Number
of the Machine M

PK

C
ri

ti
ca

li
ty Planned Date of Work Completion

Weeks 1–26 of the Year 2021

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

14. 0150-KXXXC-PXXXA * 1311 MW 13 13 13 13 13 13 13 13

15. 0150-KXXXC-PXXXB 1311 SK O X X X O O X O

No.
Technological

Number
of the Machine M

PK

C
ri

ti
ca

li
ty Planned Date of Work Completion

Weeks 27–52 of the Year 2021

27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52

1. 0150-KXXX 1311 MK 11 11 11 11 11 11 11 11 11

2. 0150-TKXXX 1311 MK 11 11 11 11 11 11 11 11 11

3. 0150-KXXX-PXXXA 1311 SK 13 13 13 13 13 13 13 13 13

4. 0150-KXXX-PXXXB 1311 MW 13 13 13 13 13 13 13 13 13

5. 0150-KXXXA 1311 SK 11 11 11 11 11 11 11 11 11

6. 0150-KXXXA-PXXXA * 1311 MK 13 13 13 13 13 13 13 13 13

7. 0150-KXXXA-PXXXB 1311 SK 13 13 13 13 13 13 13 13 13

8. 0150-KXXXA-PXXXA 1311 SK 13 13 13 13 13 13 13 13 13

9. 0150-KXXXA-PXXXB 1311 MW 13 13 13 13 13 13 13 13 13

10. 0150-KXXXB 1311 SK 11 11 11 11 11 11 11 11

11. 0150-KXXXB-PXXXA * 1311 SK 13 13 13 13 13 13 13 13 13

12. 0150-KXXXB-PXXXB 1311 SK 13 13 13 13 13 13 13 13 13

13. 0150-KXXXC 1311 MK 11 11 11 11 11 11 11 11

14. 0150-KXXXC-PXXXA * 1311 MW 13 13 13 13 13 13 13 13 13

15. 0150-KXXXC-PXXXB 1311 SK 13 13 13 13 13 13 13 13 13

Note: X—diagnostics performed, O—diagnostics not performed, e.g., the device did not work, MK—critical
equipment, SK—semi-critical equipment, MW—important equipment, *—measurement on the gear pump
housing, 11, 13—measurement route number.

However, it should be noted that, in the case of the CBM strategy, data acquisition
may take place in various ways. The first is described above, while the second is collecting
data directly from the device with the use of sensors, subsequent signal processing and
acquisition of process parameters of technical objects. The analysis takes place in the PHD
(Process History Database) system, which is a historical database and enables specific
corrective actions to be taken.

Another strategy visible at LOTOS is TPM. In this approach, it is noticeable that
production workers are involved in operating elements, so their duties include: control
and operation of production plant equipment (capturing faults and irregularities in the
operation of machines, refilling oil and maintenance), supervision over the course of
technological processes and maintaining order and safety at the workplace.

For some time now, the emphasis has been on reliability. It includes all methods of
assessing a technical object, taking into account the operating conditions of the device. The
LOTOS company uses Organizational Instructions for risk analysis (probability of an arrest
and determination of its consequences) and activities related to the identification of very
problematic devices—“Bad Actors”. In addition, the causes of repairs, which resulted in
difficulties with the operation of the device (the so-called repeated repairs of the device),
are carefully considered. It should be emphasized that these problems may arise not only
in connection with improper repair of the technical object, but also in connection with an
incorrect attempt to start it or problems with other elements in the entire plant system,
which means that these issues are considered more complex.

Due to the large number of different devices and extensive technical infrastructure,
some practiced maintenance strategies can be seen in other areas of industries. Typical use
in wind turbines include “time-based”, which involves performing maintenance tasks at
predetermined regular intervals, and “failure-based”, which entails using a wind turbine
until it fails. Sometimes, the RCM and Asset Life-Cycle Analysis method is used to increase
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the efficiency to identify possible failure modes [27]. In the aviation industry, the approach
to repair and maintenance is very conservative in terms of safety. Here, the strategy implies
a set of procedures and rules that must be followed in order to generate, plan and execute
tasks. In practice, many maintenance activities are performed at fixed time intervals, i.e.,
according to the time-based strategy. Shorter time intervals of tasks increase the chance
of detecting a serious degradation/failure and thus increase safety. Individual parts are
replaced preventively, which generates high costs, but passenger safety is paramount [28].
Summing up, it should be noted that there are many strategies for rotating machines at the
Refinery, and their selection depends on the criticality of the devices, which determines
a specific procedure. Another factor is the cost that must be incurred to maintain the
availability of the plant at a high level. Due to possible theoretical losses that may occur
after an emergency stop of equipment and production lines, it is a consciously undertaken
issue to obtain a high OEE. In order to constantly increase the level of reliability of refining
plants, it is necessary to identify “Bad Actors”, which will allow for excluding the most
problematic technical objects in the production process, regardless of the strategy used.

4. Methods and Methodology

The proposed research methodology for supporting all operation management strate-
gies at the LOTOS Group, described in Section 3, allows for more accurate identification
of “Bad Actors” by employing and combing different methods, as shown in Figure 2. The
first method, based on the data obtained solely from the ERP system, was initially imple-
mented at LOTOS in 2005. This method has had to be modified in recent years due to the
continuous development of infrastructure, with an increased number of technical objects.
In the current approach, the data from the ERP system and the data obtained from reports
on completed repairs are analyzed simultaneously. This method uses the conversion of the
MTBR efficiency index for the assessment of problematic production areas with frequent
maintenance of machines and devices. At LOTOS, this allowed for significantly extending
the time between the repairs. The above-mentioned methods are described in detail in the
following chapters.
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5. Method Based on the Data from the ERP System

The method of identifying “Bad Actors” using the data obtained from the SAP ERP
(Enterprise Resource Planning) system is mainly used for placing orders, ordering and
retrieving materials needed for repair, settlement of commissioned works, post-repair
reports, as well as for all accounting activities. It is used by industry engineers, production
engineers, maintenance engineers and repair contractors (mainly LOTOS Service), who
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supply it with data related to the implementation of repairs. The organizational instruction
used in the company called: “Identification, monitoring and reduction of “Bad Actors” in
the process of maintenance and repairs” allows for the analysis of the list of functional
locations in terms of:

• thirty with the highest actual costs (sum of materials and labor) (Table 4);
• thirty with the most repairs (Table 5).

Table 4. SAP transaction after narrowing down the criteria, thirty orders with the highest actual costs,
selected for the Fuel Production Unit on a quarterly basis.

Functional
Location Created Orders Actual Total Costs

in PLN
Own Materials
Costs in PLN

Service Costs in
PLN

Own Salary Costs
in PLN

Sum 457 3,935,572.81 1,924,336.95 481,170.00 1,530,065.86

0500-PXXA 10 531,983.16 78,983.16 453,000 0

0410-KXXB 9 425,095.38 381,766.51 0 43,328.87

0520-PXXXA 3 299,741.38 280,049.6 0 19,691.78

0200-KXXA 12 198,447.71 10,207.58 0 188,240.13

0500-WYYB 7 134,316.68 61,970.88 0 72,345.8

0440-EAXXF 6 132,764.97 132,764.97 0 0

0520-PXXXB 8 125,586.93 74,244.63 0 51,342.3

0440-KXXC 1 99,467.22 55,244.82 0 44,222.4

0200-PXXXC 5 59,209.67 59,209.67 0 0

0200-MXXX 1 57,807.29 53,071.03 0 4736.26

0200-PYYYC 6 55,694.84 54,619.16 0 1075.68

0500-WXXA 3 53,671.02 191.24 0 53,479.78

0200-PYYYB 2 50,002.9 22,927.35 0 27,075.55

0520-PYYYC 5 46,536.11 21,768.71 0 24,767.4

0440-PXXB 1 44,618.91 43,294.23 0 1324.68

0520-KXXA 4 41,706.92 32,496.95 0 9209.97

0470-PXXXA 3 40,184.54 15,644.03 10,690 13,850.51

0850-PZZZ 8 39,567.4 14,766.53 0 24,800.87

0710-PXX 1 38,510.04 12,504.07 0 26,005.97

0120-PXXX 1 36,038.96 26,502.72 0 9536.24

0520-KXXB 3 34,962.65 17,528.13 0 17,434.52

0350-PXXXB 1 34,478.95 23,990.31 0 10,488.64

0200-PXXB 2 33,739.67 20,907.58 0 12,832.09

0520-KXX 1 33,213.35 18,622.72 0 14,590.63

0440P-YY 1 32,668.12 23,706.02 0 8962.1

0350-PYY 3 30,319.96 16,951.05 0 13,368.91

0500-PYYC 2 28,444.79 6188.89 17,480 4775.9

0440-PXXA 1 26,996.13 20,542.05 0 6454.08

0500-PXX 2 25,945.01 24,301.61 0 1643.4

0200-ZZZB 1 25,926.55 11,090.14 0 14,836.41
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Table 5. SAP transaction after narrowing down the criteria, thirty orders with the largest number of
repairs, selected for the Fuel Production Unit on a quarterly basis.

Functional
Location Created Orders Actual Total

Costs in PLN
Own Materials
Costs in PLN

Service Costs in
PLN

Own Salary Costs
in PLN

Sum 457 3,935,572.81 1,924,336.95 481,170.00 1,530,065.86

0200-KXXA 12 198,447.71 10,207.58 0 188,240.13

0500-PXXA 10 531,983.16 78,983.16 453,000 0

0410-KXXB 9 425,095.38 381,766.51 0 43,328.87

0520-PXXXB 8 125,586.93 74,244.63 0 51,342.3

0850-PZZZ 8 39,567.4 14,766.53 0 24,800.87

0500-WYYB 7 134,316.68 61,970.88 0 72,345.8

0440-EAXXF 6 132,764.97 132,764.97 0 0

0200-PYYYC 6 55,694.84 54,619.16 0 1075.68

0200-PXXXC 5 59,209.67 59,209.67 0 0

0520-PYYYC 5 46,536.11 21,768.71 0 24,767.4

0520-KXXA 4 41,706.92 32,496.95 0 9209.97

0520-PXXXA 3 299,741.38 280,049.6 0 19,691.78

0500-WXXA 3 53,671.02 191.24 0 53,479.78

0470-PXXXA 3 40,184.54 15,644.03 10,690 13,850.51

0520-KXXB 3 34,962.65 17,528.13 0 17,434.52

0350-PYY 3 30,319.96 16,951.05 0 13,368.91

0200-PYYYB 2 50,002.9 22,927.35 0 27,075.55

0200-PXXB 2 33,739.67 20,907.58 0 12,832.09

0500-PYYC 2 28,444.79 6188.89 17,480 4775.9

0500-PXX 2 25,945.01 24,301.61 0 1643.4

0440-KXXC 1 99,467.22 55,244.82 0 44,222.4

0200-MXXX 1 57,807.29 53,071.03 0 4736.26

0440-PXXB 1 44,618.91 43,294.23 0 1324.68

0710-PXX 1 38,510.04 12,504.07 0 26,005.97

0120-PXXX 1 36,038.96 26,502.72 0 9536.24

0350-PXXXB 1 34,478.95 23,990.31 0 10,488.64

0520-KXX 1 33,213.35 18,622.72 0 14,590.63

0440P-YY 1 32,668.12 23,706.02 0 8962.1

0440-PXXA 1 26,996.13 20,542.05 0 6454.08

0200-ZZZB 1 25,926.55 11,090.14 0 14,836.41

The reliability engineer is responsible for the analysis of all the above data, and the
verification procedure is presented schematically in Figure 3. For a certain time period (e.g.,
annual), the reliability engineer checks, for all Production Units separately, the technical in-
frastructure generating the greatest costs or the greatest number of interventions. Activities
related to selecting Bad Actors” are conditioned by certain criteria:

• the selection of machines and devices is based on the experience and knowledge of
the reliability engineer conducting the analysis;

• devices that are regularly repaired (preventive) cannot be taken into account, e.g.,
during operational shutdowns or downtime repairs;
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• single repair works (even very expensive ones) should be ignored in the analysis, as
they may result from modernization or repair in which very expensive spare parts
were used;

• equipment repairs that are repeated cyclically, where the reports are similar to the
previous ones, are important;

• look for devices with a large number of repairs and, based on historical events (repairs),
consider whether they should be included in the list of “Bad Actors”.

 

 
 

 

 

 
 

 

 
Figure 3. Scheme of typing “Bad Actors” based on transaction data from the SAP system, included in Table 6
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Figure 3. Scheme of typing “Bad Actors” based on transaction data from the SAP system, included
in Table 6.

After the analysis, the reliability engineer sends out the qualification proposal (along
with the justification) to the Repair Project Managers responsible for a given Plant, Industry
Managers (Mechanical, Electric and Automatic Industry and Machine Department), Man-
agers of Production Plants, as well as to the Director of the Technology Division. (Table 6).
This one can be accepted or rejected. If it is accepted (after consultation with the Production
Departments), a commission is formed, consisting of people whose task is to explain the
causes of frequent failures and to propose solutions aimed at reducing them. These can
be: overhaul, modernization, replacement of individual elements or the purchase of a new
technical object. An extensive “Bad Actor” explanation report is prepared (usually several
dozen pages of analyzes), which includes elements such as:

• description and number of the “Bad Actor”;
• report date;
• plant number and technological code of the Unit;
• date of the report and date of effective liquidation of the “Bad Actor”;
• team leader and team composition;
• description of the reasons for selecting the object as a “Bad Actor”;
• analyzes and tests performed (along with documentation and reports);
• conclusions from the conducted analyzes and research;
• list of attachments.

The sheet for the implementation of the tasks recommended by the commission
consists of:

• detailed description of the task;
• criteria for the effectiveness of an implemented recommendation;
• estimated costs;
• proposed methods of implementing the recommendations;
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• name and surname of the person responsible for specific tasks;
• task completion date.

At each stage of the procedure, a status is marked (until the implementation and
verification of the solution) in the file, which is a summary of all analyses. This file (Figure 4)
is a database of “Bad Actors” (rejected, considered and accepted, and also under analysis).

Table 6. An example of a list of the proposed “Bad Actors” from all plants on an annual basis.

2019 2020 2021 (Until September 2021)

Technological
No.

Number of
Repairs

Amount of
Repairs

Technological
No.

Number of
Repairs

Amount of
Repairs

Technological
No.

Number of
Repairs

Amount of
Repairs

1100-KXXA 13 222,913.94 1100-KXXXA 5 282,564.08 1100-PXXXA 5 274,834.08

1100-PXXXA 4 407,816.61 0100-PXXXB 4 752,633.24 0920-PXXXB 2 568,766.85

0200-PXXX 8 126,242.26 0100-PXXXA 6 170,424.05 0920-PXXXA 3 684,484.69

0440-KXXXB 3 487,321.17 0520-KXXXB 6 135,084.28 1300-PXXXB 7 492,874.42

1200-PXXXA 6 47,999.32 1300-KXXXA 4 150,778.84 0270-KXXXC 6 284,830.21

0930-PXXA 7 239,304.01 0930-PXXXA 5 171,740.11 0960-PXXX 12 2,572,858.24

0930-PXXB 5 316,625.83 0930-PXXXB 5 400,796.04 1800-PXXX 4 155,934.70

0930-PXXXA 3 168,740.08 0860-PXXXA 9 25,265.33 4900-PXXXB 4 71,066.95

0930-PXXXB 4 151,794.09 0270-KXXXA 9 245,611.60 2700-TGXXX 6 217,495.11

0930-PYYB 5 137,036.04 0270-KXXXB 8 191,088.35 0290-KXXX 5 19,354.97

9700-PXXB 7 70,037.91 0270-KXXXC 6 535,032.84 0200-KXA 12 198,447.71

0270-KXXB 3 502,985.66 0290-KXXX 8 227,908.63 0500-PXXA 10 531,983.16

0290-KXXX 11 132,095.31 0960-PXXX 6 91,038.44 0410-KXXB 9 425,095.38

0960-PXXX 8 51,114.74 0960-PXXXA 3 361,022.82 1100-KXXA 8 125,586.93

4060-PXXXA 13 264,895.51 4060-PXXXA 9 260,020.00

4060-PXXXB 6 16,725.99 1800-PXXX 3 90,194.24

2900-CFXXX 6 193,739.53 2700-TGYYY 8 1,986,621.20

2700-TGXXX 10 2,809,496.44 2700-TGXXX 5 9170.50

 

Figure 4. Bad actors’ status register.
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6. Extended Method of the Identification of “Bad Actors”

The previously discussed method of typing “Bad Actors” allows for determining
problematic technical objects on the basis of data contained in the SAP ERP system. Un-
fortunately, this method is not always precise in some cases. The lack of accuracy of some
data may result, i.a., from the fact that:

• issuing orders for “future” work, which can sometimes be cancelled—and the order is
counted as statistics anyway because it is not deleted;

• counting in the SAP transaction all orders (from all industries) issued for a given
technical object, which means that there may be a lot of orders, but exposed to theo-
retically less important work than repair, such as sensor replacement, oil change or
regulatory work;

• issuing duplicate orders because the creator did not notice that the order had already
been issued, e.g., by another engineer;

• separate orders for the collection of materials and a separate one for labor.

Therefore, it was decided to use an additional method through which the reliability
engineer can cross-verify the data. It is based on data created on the basis of post-repair
reports created by LOTOS Service engineers (Figure 5). It includes:

• technological number of the renovated device;
• the reason for the repair;
• date of repair;
• inspected/reconditioned/replaced parts;
• materials taken from the warehouse;
• materials for the order together with the number of the request;
• repair scope;
• comments and recommendations of the post-repair;
• photos;
• signature of the person responsible for the repair and creating the report.
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Figure 5. Reciprocating compressor repair report (a) with comments and pictures (b) for specific
repair date (c).

The above-mentioned reports are generated in separate files, and each of them concerns
a different device with an individual technological number, e.g., 1100-KXXA. Spreadsheets
are created in individual files (the name includes the date of repair-bottom part of Figure 5),
which indicate subsequent repairs. This structure allows data to be moved and automat-
ically calculated in Power Query. After building appropriate algorithm, required data
(obtained from a database of post-repair reports generated by the repair contractor-LOTOS
Service) are automatically transferred from spreadsheets with relevant numerical infor-
mation, such as the number of repairs and the time between repairs for a specific group
of devices taken into account. Then, it is possible in one place to compare the number
of repairs in given years, as well as to calculate the KPI (Key Performance Indicators),
used in reliability, MTBR (Mean Time Between Repair), which means the average time
between repairs. It is important to capture the general trend—the higher the result, the
longer the period between repairs. This indicator is expressed as a formula and is measured
in months:

MTBR =
∑n

i=1 group o f devices taken into account × time taken into account
∑n

i=1 number o f repairs f or given group o f devices

Linking the index with the number of repairs allows it to be recalculated for specific
groups of devices at the factory level (Table 7).
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Table 7. MTBR indicator for specific groups of devices in terms of the entire enterprise.

Year Pumps Compressors and Turbines Mixers and Fans

2020 52 40 54

until 09.2021 66 54 64

Then, going down one level, it can be observed for which groups of devices there
are problems at specific Production Plants (Tables 8 and 9, Figure 6). The deterioration of
statistics in relation to the previous year is marked in shaded boxes, which means that, in
these areas, special attention should be paid to technical objects and the reason for such a
state of affairs should be analyzed.

Table 8. MTBR indicator for specific groups in terms of Production Plants.

Production
facility Pumps Compressors and

Turbines Mixers and Fans

- 2020 2021 2020 2021 2020 2021

PZD 37 48 24 53 48 58

PZP 56 64 17 30 52 60
PZO 44 48 34 21 36 40
PZH 36 50 39 42 48 54

PZF (PD) 76 70 69 39 56 62
PZW 60 68 38 29 42 50
PZK 84 92 - - 34 39
LZC 69 58 - - - -

Note: the deterioration of statistics in relation to the previous year is marked in shaded boxes.

Table 9. MTBR indicator for specific groups in terms of Production Plants in 2020 and 2021.

Production
Facility

2020
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0
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0

07
.2
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0

08
.2

02
0

09
.2

02
0

10
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02
0

11
.2

02
0

12
.2

02
0

PZD 52 48 46 45 42 40 39 39 37 37 37 37

PZP 74 73 71 70 70 69 67 65 64 62 64 56

PZO 48 44 44 40 39 38 37 35 34 34 36 44

PZA 34 33 33 31 30 28 28 28 28 29 36 41

PZH 47 47 46 46 44 45 43 41 41 39 37 36

PZW 102 95 84 74 70 68 64 61 60 62 60 60

PZF (PD) 146 139 132 126 116 98 94 90 84 86 81 76

PZK 98 94 96 95 93 94 91 92 90 87 86 84

LZC 47 47 47 47 47 52 56 60 58 62 65 69

PZE 88 86 87 84 86 83 80 82 78 76 79 74

Production
Facility

2021

01
.2

02
1

02
.2

02
1

03
.2

02
1

04
.2

02
1
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.2

02
1
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1

07
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1

08
.2
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1

09
.2

02
1

10
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11
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12
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PZD 37 36 37 37 37 38 37 39 39 38 43 48

PZP 69 70 76 74 75 75 75 74 71 72 67 64
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Table 9. Cont.

Production
Facility

2021

01
.2

02
1

02
.2

02
1

03
.2

02
1

04
.2

02
1

05
.2

02
1

06
.2

02
1

07
.2

02
1

08
.2

02
1

09
.2

02
1

10
.2

02
1

11
.2

02
1

12
.2

02
1

PZO 44 39 38 36 36 35 37 38 39 38 42 48

PZA 39 39 37 42 45 50 58 55 55 53 50 46

PZH 37 38 38 39 39 40 40 42 42 44 47 50

PZW 62 63 63 62 57 55 58 55 53 54 60 68

PZF (PD) 78 74 72 87 84 80 74 76 71 64 67 70

PZK 88 90 89 92 90 87 88 90 89 87 88 92

LZC 40 38 38 38 38 40 40 42 47 47 56 58

PZE 78 76 82 80 78 82 84 83 85 85 84 86
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Figure 6. MTBR indicator chart for specific groups in terms of Production Unit.

Going down one level again, it is possible to analyze MTBR at the device level
(Table 10), where you should look for machines with a large number of repairs, and also
with a low MTBR result, which means that the device breaks down faster, i.e., in a shorter
time. It is also important to study the number of repairs, not based on the SAP system data
only, but also based on post-repair reports prepared by engineers from LOTOS Service,
which is ultimately included in Table 11. In this case, it is necessary to search for devices
where problems occur in subsequent years. This is marked in shaded boxes.
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Table 10. List of pumps with the greatest number of repairs together with the conversion of the
MTBR indicator.

YEAR 2020 2021

Technological
Number 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

T
O

TA
L

R
EP

A
IR

S
20

06
–2

02
1

T
O

TA
L

R
EP

A
IR

S
FO

R
20

21

M
T

B
R

FO
R

T
H

E
LA

ST
24

M
O

N
T

H
S

0100-MPXXX 1 0 NO REPAIR

0100-PXXA 8 0 NO REPAIR

0100-PXXB 1 1 1 1 1 1 1 1 26 3 3

0100-PXXC 1 1 1 1 2 26 4 4

0100-PYYA 1 1 1 18 3 8

0100-PYYB 6 0 NO REPAIR

0100-PYYC 1 0 NO REPAIR

0100-PZZA 1 1 24 1 12

0100-PZZB 1 0 NO REPAIR

0100-PZZC 24 0 NO REPAIR

0100-PXYZA 13 0 NO REPAIR

0100-PXYZB 11 0 NO REPAIR

0100-PXYZC 1 0 NO REPAIR

0100-PXXYA 1 1 0 24

0100-PXXYB 1 1 1 13 1 8

0100-PXXYC 1 1 7 0 12

0120-PXXXA 4 0 NO REPAIR

0120-PXXXB 1 1 23 1 12

0120-PXXXC 4 0 NO REPAIR

0120-PYYYA 8 0 NO REPAIR

0120-PYYYB 1 1 0 24

0120-PYYYC 3 0 NO REPAIR

0120-PZZZA 1 2 1 24

0120-PZZZB 4 0 NO REPAIR

0120-PZZZC 2 0 NO REPAIR

0120-PXZZA 1 10 0 24

0120-PXZZB 8 0 NO REPAIR

0120-PXZZC 1 1 12 2 12

0300-PXXXA 1 1 1 17 0 8

0300-PXXXB 1 1 1 11 1 8

0300-PXXXC 1 7 1 24

0300-PYYY 1 12 1 24

0300-PXXX 9 0 NO REPAIR
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Table 11. Number of repairs for individual devices based on data from post-repair reports.

2019 2020 2021 (Until September 2021)
Technological

No.
Number of

Repairs
Technological

No.
Number of

Repairs
Technological

No.
Number of

Repairs
1100-KXXA 11 1100-KXXA 5 1100-PXXXA 5

1100-PXXXA 4 0100-PXXXB 4 0920-PXXXB 2
0200-PXXX 6 0100-PXXXA 6 0920-PXXXA 3

0440-KXXXB 3 0520-KXXXB 6 1300-PXXXB 7
1200-PXXXA 5 1300-KXXXA 4 0270-KXXXC 6
0930-PXXA 6 0930-PXXXA 5 0960-PXXX 10
0930-PXXB 5 0930-PXXXB 5 1800-PXXX 4

0930-PXXXA 3 0860-PXXXA 8 4900-PXXXB 4
0930-PXXXB 4 0270-KXXXA 7 2700-TGXXX 5
0930-PYYB 5 0270-KXXXB 8 0290-KXXX 5
9700-PXXB 7 0270-KXXXC 6 0200-KXA 9
0270-KXXB 3 0290-KXXX 7 0500-PXXA 8
0290-KXXX 10 0960-PXXX 6 0410-KXXB 7
0960-PXXX 8 0960-PXXXA 3 1100-KXXA 4

4060-PXXXA 10 4060-PXXXA 6
4060-PXXXB 6 1800-PXXX 3
2900-CFXXX 6 2700-TGYYY 8
2700-TGXXX 8 2700-TGXXX 5

Note: devices with technical problems occurring in subsequent years are marked in shaded boxes.

On this basis, using both the first (SAP data) and the second method (MTBR binding),
as shown in Figure 2, it is possible to accurately list specific technical objects as problematic,
analyze their type of damage and classify them as “Bad Actors”.

The further procedure is to prepare an explanatory report, which is described in detail
in Section 5 and includes, among others: appointment of a team, analysis, preparation of a
“Bad Actor” explanation report with a proposal of conclusions and implementation of an
appropriate solution.

7. Discussion and Conclusions

Maintenance strategies used in production plants can be varied, which depends on the
infrastructure and the costs that the company is able to incur for service and repair works.
Choosing an effective approach requires a good knowledge of the principles and practices
of repair management, as well as knowledge of the efficiency of specific infrastructure,
plants or production units. There is no single correct solution when selecting a strategy
that should be adapted to the current production conditions in order to obtain greater
availability of machines while reducing costs, especially in large oil concerns, as shown on
the example of LOTOS Group S.A.

The article provides the justification for practicing a given methodology at LOTOS,
which has an extensive technical infrastructure. The issues related to the impact of each
of them were highlighted and the decisive aspects (factors) of the selection of a specific
strategy, such as criticality, the influence on technological processes, and the probability of
failure, were identified.

One of the many strategies practiced is the RCM strategy—a reliability-based approach
that uses a method of increasing the availability of production infrastructure by identifying
and eliminating the most problematic devices that cause disruptions in production. The
article presents the methodology of selecting activities in this area at the LOTOS Refinery
based on the data contained in the ERP IT system. Due to the desire to increase the precision
and efficiency of identification of “Bad Actors”, an additional method of analysis, developed
in the company over many years, was proposed. In this method, the data are obtained from
a database of post-repair reports generated by the repair contractor-LOTOS Service. On
their basis, with the use of Power Query, an automatic counting of repair data in a specific
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time perspective was created. With the use of algorithms, it was possible to calculate
the KPI (Key Performance Indicator), i.e., the average time between repairs in terms of
Complex, Plants, and Machines. This method is effective for verifying the effectiveness
of the repair works carried out and by identifying machines with high failure rates. It
facilitates the planning of repairs that should be carried out in the first place. Checking the
success of this method results from the further recalculation of MTBR indicators, which, as
observed, increased as a result of the actions taken, which means that the time between
failures increased.

It is important to emphasize the role of the reliability engineer who must demonstrate
the knowledge and experience to define “Bad Actors”. The basis of the analysis performed
by him are the collected data, which shows how significant it is to reliably supplement the
systems/databases with information.

The identification methods (first and second) described in this paper can be used in
companies that create their own databases and, above all, electronically record activities
related to specific technical objects. It should be borne in mind that it is possible to further
improve and modify this solution, e.g., by adding other efficiency indicators. Machine
learning is also planned to eliminate the subjectivity of typing “Bad Actors”.
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