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Abstract. In the paper we investigate the problem of food classifica-
tion from images, for the Food-101 dataset extended with 31 additional
food classes from Polish cuisine. We adopted transfer learning and firstly
measured training times for models such as MobileNet, MobileNetV2,
ResNet50, ResNet50V2, ResNet101, ResNet101V2, InceptionV3, Incep-
tionResNetV2, Xception, NasNetMobile and DenseNet, for systems with
NVIDIA Tesla V100 (Volta) and NVIDIA GTX 1060 (Pascal) GPUs.
We presented inference times corresponding to training the various con-
sidered network models, both using a desktop NVIDIA GTX 1060 GPU
and an Intel i7-7000 CPU. Subsequently, we investigated the InceptionV3
model in more detail, best in the preliminary tests, regarding the impact
of both learning rates (including both various fixed and variable rates) as
well as batch sizes on the accuracy of classification, along with training
times for various batch sizes. This allowed to identify better learning rate
configurations as well as classification performance versus training time.

Keywords: deep neural networks, food classification, GPUs, inference,
neural network training

1 Imntroduction

Topics related to food have become very important, especially in the context of
globalization, when we have opportunities to visit many places that considerably
differ in terms of cuisine. Food recognition, which is the subject of this paper
along with modern deep learning based algorithms, is of interest to many people
as it helps to identify what we eat. Development of an effective classifier as well as
assessment of inference performance is important in the context of wide adoption
of mobile devices. Mobile devices are widely used, therefore these constitute the
best medium for reaching future users for such applications.

In this article, we discuss the problem of image recognition using a convo-
lutional neural network approach. Convolutional neural networks are a type of
deep neural networks which are mostly applied to the problem of image classifi-
cation, as shown in [10]. The contribution of this paper is as follows:
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1. Initial assessment of performance of 11 various network models: MobileNet,
MobileNetV2, ResNet50, ResNet50V2, ResNet101, ResNet101V2, Inception
V3, InceptionResNetV2, Xception, NasNetMobile and DenseNet for food
classification using transfer learning, specifically regarding models’ ability to
obtain top-1 and top-5 accuracies, in the context of learning time, for two dis-
tinct and representative hardware setups: server/workstation NVIDIA Tesla
V100 and desktop NVIDIA GTX 1060. Comparison of times gives an indica-
tion of what performance we can expect in a datacenter/cloud versus home
environment, the latter could be enaged in volunteer systems.

2. Investigation of the performance of all the models for the Food-101 vs a
data set of the Food-101 extended with 31 additional Polish food classes,
downloaded from the Internet. The latter can be thought of the type of
images taken by users with their smartphones on daily basis.

3. Comparison of inference times using all the models for the NVIDIA GTX
1060 GPU and Intel(R) Core(TM) i7-7700 CPU, of interest to end users of
food classification applications.

4. Detailed investigation of the impact of various learning rates including vari-
able learning rates as well as batch sizes on both final performance of the best
identified model among the tested ones — InceptionV3, including assessment
of training times for various settings.

2 Related work and motivations

In this section, progress on algorithms as well as benchmarking of food detection
and classification is summarized, especially in the context of accuracy obtained
for particular algorithms as well as, what is important, numbers of food cate-
gories.

Authors of paper [6] proposed a very practical approach to food image recog-
nition (aimed at recording eating habits) using mobile phones. Specifically, a
Multiple Kernel Learning (MKL) method was used for integration of image fea-
tures such as color, texture as well as SIFT. They obtained the accuracy of
61.34% for 50 types of food.

In paper [7] authors focused on exploration of hyper parameters for accuracy
of food recognition using a Convolutional Neural Network (CNN), specifically
number of layers, kernels, sizes of kernels and normalization. For a data set
with 10 most frequent food items from a 170 000 set of images acquired from
FoodLog. Images were scaled to 64x64. Best accuracy obtained was 73.7% while
food detection 93.8%.

Authors of [1] used a Random Forest to cluster superpixels of a training
set. For classification, superpixels of an input image are scored using component
models and a multi-class SVM with spatial pooling is used to predict the final
class. The Food-101 data set (101 food categories with 1000 images each) with
750 images of each class are used for training and the remaining 250 for testing.
The authors achieved an average accuracy of 50.76% which is better than MLDS
and IFV by 8.13% and 11.88% but worse than CNN (56.40%).
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In work [9] authors combined features obtained from a pre-trained Deep Con-
volutional Neural network on a LSVRC 1000-class dataset with Fisher Vectors
with HoG and Color patches. For the UEC-FOOD100 100-class food dataset
they achieved the top-1 accuracy of 72.26% and the top-5 accuracy of 92.00%.
The same authors, in paper [24] extended their previous work and used a fine-
tuned DCNN pre-trained with 2000 categories in the ImageNet (with 1000 food
categories). They achieved the top-1 accuracy of 78.77% for the UEC-FOOD100
set and 67.57% for the UEC-FOOD256 dataset. They also mentioned the 0.03
second time for food image classification using a GPU (NVIDIA Titan Black).

Authors of [25] used a five-layer CNN for recognition using a 100-class food
dataset with about 15000 for accuracy of 80.8% and a fruit dataset with ap-
proximately 40000 images (30 kinds) for accuracy of 60.9%. A part of research
included by [23], apart from food/non-food classification, was recognizing the
type of a food in an image. A dataset called Food-11 with 11 classes and 16643
images was used to train and test a model. A modified CNN GoogLeNet was
used: 11 classes learning rate of 0.001 and policy polynomial. The authors ob-
tained the maximum accuracy of 83.5%, the maximum values of F-measure and
kappa coefficients of 0.911 and 0.816 respectively. In paper [13] the author used
a dataset with 5822 images of ten categories. A bag-of-features (BoF) model
together with a support vector machine (SVM) returned accuracy of 56% while
a plain five-layer CNN gave accuracy of 74%. Furthermore, data augmentation
techniques through geometric transformations allowed to increase the training
data size and accuracy to over 90%.

In paper authors [12] presented a CNN based solution for food image recog-
nition. The solution uses two Inception modules (with additional convolutional
layers) connected via an additional max pooling layer. The network has 22 lay-
ers with parameters. 70% dropout is used in the approach. For the UEC-256 set
with 256 categories with a total of 28375 images, the proposed approach allowed
to obtain top-1 accuracy of 54.7%, top-5 accuracy of 81.5%. For UEC-100, cor-
responding results were 76.3% and 94.6% while for Food-101 77.4% and 93.7%.
Adding bounding boxes improved top-1 accuracy for UEC-256 to 63.8%.

Authors of [5] used a tuned Inception V3 network architecture for food recog-
nition using the ETH Food-101, UEC FOOD 100 and UEC FOOD 256 data sets,
for which they obtained the top-1 accuracies of 88.28%, 81.45% and 76.17% while
top-5 accuracies of 96.88%, 97.27% and 92.58%.

In paper [2] authors used UNIMIB2016 food data set collected in a real can-
teen environment and performed segmentation into 73 food classes. Finally, they
used 1010 tray images and 65 classes with partitioning into 70% for training and
30% testing sets. CNN4096 features with the combination of posterior proba-
bility strategy (from global and local) returned the best performance of 78.9%
(SVM).

In paper [19] authors proposed a new network model Ensemble Net that
includes histogram and equalization layer followed by parallel assessment using
fine tuned AlexNet, fine tuned GoogLeNet and fine tuned ResNet. Experimental
results were performed on two data sets: ETH Food-101 with 1000 images per
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class with 101 classes as well as an Indian food database which includes images
divided into 50 food classes, each with 100 images. For the former, Ensemble
Net reached 72.12% top-1 accuracy and 91.61% top-5 accuracy while for the
latter it reached 73.5% top-1 and 94.4% top-5 accuracy, outperforming AlexNet,
GoogLeNet and ResNet.

This work is similar to [4] where authors combined a new Turkish cuisine
dataset with Food-101 and deep learning was applied for the combined set of
113 classes. Tests were performed for learning rates of 0.1, 0.3 and 0.7 with batch
size equal to 100. In that comparison the best accuracy of 62.7% was obtained
for the learning rate of 0.3 which was further improved in longer training to
68.2%. Validation cross entropy of around 1.3 was reported while for training
around 0.7.

Authors of [15] performed comparison of performance of various models for
food and drink recognition. Specifically, they compared four architectures includ-
ing AlexNet, GoogLeNet, ResNet and NutriNet. Three solvers were tested: SGD,
NAG and AdaGrad. For 512x512 images, best test accuracies were obtained by
the 512x512 version of ResNet with NAG that achieved the accuracy of 87.96%
as compared to the best NutriNet with AdaGrad of 86.72% which turned out
to be 1.93% better than its AlexNet version. On the other hand the authors
argue that NutriNet si significantly faster (approx. 5x) to train than ResNet.
The dataset was divided into training, validation and testing sets proportionally
to 70%, 10% and 20%, for a total of 225953 images of 520 food and drink items.

The research shown by authors of [17] confirms that food recognition using
neural networks for a small number of categories can result in really high accu-
racy values. Specifically, for food images taken from personal life archives from
life loggers, for a total of 14760 images of just eight different foods, the authors
obtained 91.67% for AlexNet and 95.97% for GoogLeNet for test sets.

Authors of paper [20] proposed a Deep Convolutional Neural Network food
recognition model, K-foodNet for recognition of Korean food and conducted
experimental comparison vs AlexNet, GoogLeNet, VGG-19 and ResNet-18. For
a data set with 23 food categories, which was divided into training and test
images with 69000 and 23000 images in each set respectively, the proposed model
achieved best results obtaining the test accuracy of 91.3% albeit with a noisy
loss function. The authors argue that Korean food is reasonably complex to
recognize, especially to other national food items. The authors struggled with
the problem of too many similar, augmented images.

In paper [18] authors used the Food-41 dataset (4100 images and 41 classes)
and partitioned it into parts 60% — training, 20% — validation and 20% - test-
ing after resizing into 640x480 pixel images. They used Keras, GTX 1070 and a
proposed CBNet that uses output from auxiliary classifiers (such as ResNet50,
VGG19, DenseNet121) and performs fusion for final prediction. Generally, CB-
Net solutions returns better accuracies than best single models, both for tuning
the last layer: CBNet-VD with 89.47% vs VGG19-AVG with 88.82% and the
overall network: CBNet-RD with 95.28% vs DenseNet121 with 93.78%.
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3 Problem formulation and approach

The main purpose of this research is to investigate a neural network based ap-
proach to food classification. We considered 11 models of artificial neural net-
works: MobileNet, MobileNetV2, ResNet50, ResNet50V2, ResNet101, ResNet101
V2, InceptionV3, InceptionResNetV2, Xception, NasNetMobile and DenseNet.
During analysis the following parameters are taken into consideration: prediction
accuracy, the time of training a neural network and the time of models’ inference.
All of the measurements are taken on each of the following hardware: two GPUs:
NVIDIA Tesla V100 and NVIDIA GTX 1060; and Intel(R) Core(TM) i7-7700
CPU. The implementations of models are obtained from Keras Applications.
The library contains popular deep learning models which are available with pre-
trained weights. Each model selected for this research is prepared as follows:
import a model from Keras Applications with weights trained on ImageNet, at-
tach classification layers: GlobalAveragePooling2D, Dense with arguments: units
- number of classes and activation - an element-wise activation function activa-
tion (with value softmaz).

The main assumption adopted for the design of this investigation is the ap-
proach to the problem of food recognition based on pictures of dishes. The prob-
lem has non-trivial solutions because of the similarity of classes in a dataset.
There is a strong conviction that the complexity of this classification problem
will convey much more valuable results of tests in comparison with many ele-
mentary problems, e.g. a binary classification task.

In machine learning, classification is an example of the common problem
of pattern recognition. The popularity of classification problem and significant
resources of pre-trained models on various data have a tremendous impact on
the decision of applying transfer learning in the presented solution. Transfer
learning speeds up training, improves the performance of neural networks and
circumvents the need for lots of new data. It is for these reasons that pre-trained
models are commonly used for obtaining better results.

4 Training and validation data

The Food-101 dataset — the first public collection of dishes with such a large
number of photos - has been chosen as the base dataset for network training.
It is owned by the Federal Institute Technology in Zurich (ETHZ). It contains
101 ordered food categories with 1000 images each. Dimensions of a single image
from this dataset are not uniform - photos reach range between 512x317 pixels
and 512x512 pixels, while the size of the photo is approximately 45 KB. We
further created an extended data set containing 31 Polish dishes using script
downloading photos based on Google search results and manual selection of
suitable photos to use.

The images in the dataset had been pre-processed. A change to the RGB from
[0, 255] to range [0, 1] value range was used on the extended dataset. Another
important aspect of pre-processing is swapping RGB order values to BRG order.
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Table 1 presents the characteristics of the pre-processing used to transform data
into various models in the Keras library. Data augmentation was also used on
the extended dataset through cropping, padding and horizontal flipping.

Table 1. Pre-processing dedicated to models from Keras library

Order|Range Other
Model name Photo size (pix-|RGB [RGB .
. transformations
els, pixels) value |value
VGG16, VGG19 (224, 224) BGR |No scaling|F ¢! values scaled to an
average equal zero
ResNet 50, 101 (224, 224) BGR |No scaling Pixel values scaled to an
average equal zero
ResNetV2 50, 101 (224, 224) RGB [[1, 1] | —
TnceptionV3 (299, 299) RGB [1,1] |—
Xception (299, 299) RGB |1, 1] |—
InceptionRes NetV2 (299, 299) RGB |[-1, 1] —
MobileNet (224, 224) RGB |[-1, 1 —
MobileNetV2 (224, 224) RGB |[-1, 1 —
DenseNet 121 (224, 224) RGB ([0, 1] Normalization
NASNetMobile (224, 224) RGB [—1, 1] —

The dataset has been divided into the three parts: training data (70%), test
data (15%) and evaluation data (15%).

5 Experimental results

5.1 Preliminary results for various models

During training, all models were tested for top-1 and top-5 accuracy and cross-
entropy loss function recommended in classification problems. Cross entropy has
been favorably compared to quadratic loss for classification by [3], using the
CIFAR 100 dataset. For the optimizer, it was decided to use the Stochastic Gra-
dient Descent (SGD) method. It is a very popular and common algorithm used in
various machine learning algorithms. Its popularity is due to the introduction of
randomization in the algorithm, which significantly contributed to reducing the
number of computational operations. The study used the SGD method with two
parameters: learning rate of 0.01 and momentum parameter of 0.9. To prevent
over-training of the network, the early stopping method was used. If the loss
function on the validation dataset does not receive smaller values for 5 learning
periods, then the training process stops. Furthermore, to get the best result that
the model can achieve, the evaluation accuracy was checked every epoch, and if
the result was better than in the previous model, the model was saved. Thanks
to this, at the end of each training process we obtained the best model. After
each training an evaluation process started. The evaluation dataset consisted
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of unique photos of dishes, which were used neither in the training nor in the
validation process.

Firstly, all models were trained on the Food-101 dataset, all of which exceeded
80% top-1 accuracy as indicated in Table 2. The InceptionV3 model obtained
top-1 accuracy 87.63%, which renders it as the best of all tested models.

Table 2. Test top-1 and top-5 accura- Table 3. Test top-1 and top-5 accura-

cies for dataset Food-101 cies for extended dataset
Model name Epochs|top-1|top-5| |[Model name Epochs|top-1|top-5
InceptionV3 20 0.876]0.969| |InceptionV3 19 0.833]0.954
DenseNet 17 0.859]0.973| |MobileNetV2 16 0.797(0.942
MobileNet 18 0.84410.965| |MobileNet 16 0.793]0.941
Xception 10 0.832]0.965| |ResNet101 20 0.793(0.940
ResNetV50 15 0.830|0.966| |NASNetMobile 17 0.782(0.933
ResNet101V2 18 0.828(0.963| |ResNetV50 17 0.775]0.927
ResNet101 19 0.826(0.963| [ResNet101V2 19 0.764]0.924
ResNet50V2 13 0.822]0.954| |Xception 9 0.751]0.922
InceptionResNetV2{10 0.819]0.961| |ResNet50V2 11 0.748]0.921
NASNetMobile 18 0.818(0.957| |InceptionResNetV2|8 0.732]0.921
MobileNet V2 27 0.813]0.958| |DenseNet 10 0.694|0.886

Then all models were trained on an extended set of Food-101 with 31 addi-
tional dish classes. Results are presented in Table 3. As in the previous study,
the InceptionV3 model obtained the best accuracy equal to 83%, whereas other
models’ results have not dropped below 70%. It is noteworthy that for all ar-
chitectures, the accuracy of top-1 and top-5 has decreased compared to only
Food-101.

Figure 1 presents the top-1 accuracy of the Food-101 dataset compared to
the trainable number of parameters. The latter is usually used to approximate
learning time because it tells us how many parameters need to be calculated and
corrected during the learning process.

Table 4 presents the average training time per epoch for each model. The
test was carried out on Nvidia’s graphic cards GTX 1060 with 6GB memory
and Tesla V100 with 16GB memory. Due to the difference in memory size, the
batch size for each model for the GTX card is 12 and for Tesla is 32. Besides, the
determining factor may be the input size of the model because, for InceptionV3,
Xception and InceptionResNetV2 the size is 299x299 pixels, while for the rest
of models is 244x244 pixels. These models were designed in this size, thus the
difference was accepted in this experiment.

Whereas the number of different factors, the results can only be used to
estimate the duration of learning on these machines. This result shows that if
on Tesla V100 full training of InceptionV3 takes 20 epochs what overall is 3.5
hours that on GTX 1060 it could take more than 9 hours.
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Fig. 1. top-1 accuracy compared to the number of parameters

Table 4. Training time on GTX 1060 and Tesla V100 graphic card

Average training time per one epoch |[s]
Model name 1 100 GTX 1060

MobileNet 330.06 1095.86
ResNet50V2 351.26 1160.27
MobileNetV2 379.84 806.40
ResNet50 402.86 1367.44
DenseNet 465.09 1376.77
InceptionV3 586.05 1642.05
ResNet101V2 601.94 2024.22
ResNet101 649.88 2242.47
NasNetMoblie 839.12 1379.56
InceptionResNetV2 1236.61 2317.98
Xception 1502.04 3691.54

5.2 Inference times using CPU vs GPU

Following the preliminary tests for various models, we carried out experiments for
inference time tests on the CPU and GPU. A desktop class Intel(R) Core(TM)
i7-7700 CPU and NVIDIA GTX 1060 with memory 6 GB were used which can be
regarded as representative of desktop systems that could be used by typical end
users. Two virtual Python environments were created, in which Tensorflow on a
CPU was installed on one, and Tensorflow on a GPU on the other. The test was
carried out in such a way that one image and one network model were loaded into
memory, after which the inference process was started. Time was measured only
during the prediction process, 10 times for each model. Results are presented in
Table 5 and are very similar between CPU and GPU, not exceeding 11.3% (0.12s)
— the largest for InceptionV3. Differences between GPU vs CPU times typically
stem from additional CPU-GPU copy and specific GPU kernel configuration like
grid size, memory usage etc. and could be further investigated for more details.
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Table 5. Inference times using CPU vs GPU

Average time per picture [s]| Comparison
Model name | G55 XVidia] CPU Tntel |GPU to CPU
GTX 1060 | Core i7-7700

InceptionV3 0.223 0.198 11.24%
NASNetMobile 0.921 0.882 4.17%
DenseNet 0.954 0.936 1.83%
ResNetb0V2 0.435 0.436 -0.28%
ResNet50 0.398 0.404 -1.54%
MobileNet V2 0.189 0.192 -1.57%
MobileNet 0.135 0.137 -1.71%
Xception 0.168 0.171 -1.73%
InceptionResNetV2 0.544 0.561 -3.06%
ResNet101V2 0.648 0.681 -5.07%
ResNet101 0.572 0.608 -6.23%

5.3 Training and results for various parameters for InceptionV3
model

Following the preliminary results, we have decided to analyze the InceptionV3
model in more detail, using NVIDIA Tesla V100. Specifically, we present detailed
results for various training parameters such as various batch sizes as well as
learning rates, including variable learning rates showing how these affect the
final performance of the model.

Firstly, we have performed learning for various constant values of the learning
rate observing final top-1 accuracy, after 25 epochs, for learning rates 0.2, 0.01
and 0.001 respectively. As a reference at this point, for the learning rate of 0.001
the following precision and recall values were obtained:

— batch size 16: precision 0.972 and recall 0.947 for training and 0.852 and
0.811 for validation,

— batch size 32: precision 0.980 and recall 0.960 for training and 0.857 and
0.805 for validation,

— batch size 64: precision 0.979 and recall 0.954 for training and 0.860 and
0.801 for validation.

Subsequently, we have varied learning rate values along the process:

— 0.02 (epochs 1-7), 0.01 (epochs 8-17), 0.001 (epochs 18-25),
— 0.01 (epochs 1-10), 0.001 (epochs 11-20), 0.0001 (epochs 21-25).

All the results for top-1 and top-5 test accuracies and various batch sizes
are shown in Figure 2 and Figure 3 respectively. We can draw the following
conclusions based on the presented results:

1. In terms of accuracy in the transfer learning used in this work, we can see that
for the constant learning rate 0.01 allows to achieve slightly higher accuracy

A\ MOST
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Fig. 2. top-1 test accuracy for InceptionV3 — various learning rate configurations
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Fig. 3. top-5 test accuracy for InceptionV3 — various learning rate configurations

than 0.02 and the learning rate of 0.001 marginally higher than for 0.01. On
the other hand, even better results have been possible with decreasing the
learning rate i.e. 0.02-0.01-0.001 gives even better accuracy and marginally
best out of the tested sets was obtained by 0.01-0.001-0.0001 for top-1 and
very similar ones for the last two configurations for top-5 accuracy, which is
very high.
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2. In terms of batch size, for the best tested learning rate configuration (0.01-
0.001-0.0001), best performance of the model was obtained for batch size 32
with the top-1 accuracy of 0.89, followed by 0.884 for batch size 64 after 25
epochs. top-1 accuracy for training and test as well as corresponding losses
for batch size 32 are shown in Figure 4. Corresponding top-1 and top-5
accuracies obtained in various epochs are shown in Figure 5.
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Fig. 4. top-1 accuracy and loss (training and test) vs epoch for InceptionV3 — learning
rate=0.01-0.001-0.0001, batch size=32

Batch size is limited due to GPU memory size. We have tested configurations
fitting into the given GPU memory size. Our results and observing increasing
accuracies up to the tested batch size of 32 are similar to those presented in [14]
where, for MNIST and CIFAR-10 and batch sizes 16, 32, 50, 64, 100 and 128
increasing accuracies are observed up to the batch size of 100 and a drop for
128. Furthermore, authors of paper [21] tested various learning rates for batch
sizes of 32 and 64 for training a LeNet network for detecting exudate in eye
fundus images, achieving visibly better results for batch size 64 and learning
rate 0.01. Within this paper we tested even variable learning rates, compared
to that approach. Results seen in the charts in this paper are also in line with
top-1 accuracy versus batch size for a fixed learning rate of 0.01 shown in [16]
with increasing values from 32 through 64, 128 and 256 and visible drop for 512
and 1024 — not observed here due to the fact that such large values were not
possible to be tested. Authors of [8] concluded that for CNNs, for larger learning
rates larger batch sizes perform better and they recommend small batch sizes for
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smaller learning rates. In the case of our experiments with fixed learning rate,
for 0.01 best accuracy was obtained for batch size 64 out of 16, 32 and 64 while
for learning rate 0.001 better results were obtained for batch sizes 32 and 16,
compared to 64.

Finally, we present model training times for the best learning rate configura-
tion in Figure 6, showing a considerable reduction of times from batch size 8 to
16 and smaller for 32 and 64. In general, training performance for selected neu-
ral networks depends on both batch sizes as well as architectural advancements
such as the I/O subsystem, as reported by [22]. Accuracy/training time is best
for batch size 64.

6 Conclusions and future work

In the paper, we presented a neural network based approach for classification
of food categories from images, both for Food-101 as well as Food-101 ex-
tended with 31 additional Polish dishes. Training and comparison was initially
performed for several models including MobileNet, MobileNetV2, ResNet50,
ResNet50V2, ResNet101, ResNet101V2, InceptionV 3, InceptionResNet V2, Xcep-
tion, NasNetMobile and DenseNet, using both NVIDIA Tesla V100 and GTX
1060 GPUs. Then we analyzed in detail the model giving best results — Incep-
tionV3 and performed detailed assessment of model performance and training
times for various learning rate configurations (both constant and variable) and
various batch sizes finding the best (out of the tested ones) variable learning rate
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Fig. 6. Training times for best tested learning rate=0.01-0.001-0.0001

configuration 0.01-0.001-0.0001 and batch size 32. Finally, we presented compar-
ison of inference times for Intel i7-7700 CPU and NVIDIA GTX 1060 GPU that
are typical of desktop systems used by end users nowadays.

Future work will cover the following areas: incorporation of energy measure-
ments into assessment of performance-energy trade-offs such as presented in [11]
as well as extending focus on deployment and inference time measurements for
mobile devices.
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