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A B S T R A C T   

Non-anechoic sites represent a cheap alternative to measurements of antennas in dedicated facilities. However, 
due to a high noise—from the external EM signal sources and multipath interferences—the quality of radiation 
patterns obtained in non-anechoic conditions is poor. The characteristics can be corrected using a time-gating 
method (TGM), which involves filtering of the noise based on temporal analysis of the measured signals. Un
fortunately, determination of appropriate TGM setup is prone to failure due to its manual, or semi-manual na
ture. In this work, an automatic TGM calibration algorithm for accurate measurements in non-anechoic 
environments has been proposed. The method involves calibration of the test site using the antenna with known 
accurate responses. The process is implemented as an optimization routine where TGM intervals are adjusted 
through a curve fitting of the on-site measurements to the reference radiation patterns. The proposed framework 
has been demonstrated using four compact radiators and validated against the state-of-the-art techniques. 
Applicability of the method for calibration of the measurements in distinct test sites, as well as the analysis of the 
aliasing and external noise on the quality of corrected measurements have also been investigated.   

1. Introduction 

Prototype measurements belong to the most important steps in the 
development of microwave components. The goal of the process is to 
validate accuracy of the simulation models used in the course of the 
structure development. For antennas, the figures of interest normally 
include electrical (e.g., reflection, or isolation between the radiators) 
and/or field (e.g., radiation pattern, or axial ratio) characteristics [1,2]. 
Although electrical behavior of components can be easily verified using 
the state-of-the-art equipment such as vector network analyzers (VNA), 
the field-related responses are normally extracted from a series of 
measurements performed in anechoic chambers (AC). The latter ones 
are expensive, specialized facilities that maintain a strictly controlled 
environment for accurate far-field measurements [3]. ACs are electri
cally shielded from the external electromagnetic (EM) radiation sources 
and lined with absorbers that minimize the negative effects of the wall- 
reflected signals on accuracy of the measured responses. Furthermore, 
the chambers are equipped with fixtures that ensure appropriate mutual 
positioning of the antenna under test (AUT) w.r.t. the reference antenna 

(RA) [3,4]. 
Due to a high construction cost and large volumes [3], conventional 

ACs might (and often are) be beyond the reach for budget-constrained 
research, or teaching activities [39,40]. Alternatively, field perfor
mance of antennas can be determined in open-test sites (preferably 
located in the remote areas, away from the sources of EM radiation and/ 
or objects that could reflect the measured signals) [5,6]. The main 
challenge associated with open-air measurements involves the negative 
effects of external factors (i.e., air humidity, wind, etc.) on accuracy and 
repeatability of the gathered data [3,5,35]. Furthermore, operation of 
open-test sites often relies on availability of dedicated (hence expensive) 
permanent facilities (e.g., control rooms, positioning towers), or mobile 
measurement sets that need to be deployed out of the urban areas 
(which might be cumbersome and time consuming, when small number 
of radiators is to be experimentally validated). 

The concept of increasing the fidelity of antenna measurements 
performed in non-anechoic environments has been the subject of 
intensive research [7–9,16–22]. The most robust techniques reported in 
the literature are based on the correction scheme that involves (i) 
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measurement of the transmission characteristics between the AUT and 
the RA over the bandwidth specified around the frequency of interest 
and (ii) appropriate post-processing (either in the frequency-, or time- 
domain) of the obtained data oriented towards separation of the sig
nals corresponding to direct transmission on the RA-AUT path from the 
interferences (mostly in the form of reflections from the walls and/or 
other obstacles). In [10,16,20], the antenna far-field characteristics have 
been refined using a matrix-pencil method. The approach boils down to 
decomposition of the frequency-based measurements into a number of 
complex exponential functions which represent individual components 
of the transmission response (i.e., line-of-sight and reflected signals). 
The identified factors are then averaged to approximate the radiation 
patterns attainable in the anechoic conditions. Another frequency-based 
method, is oriented towards extracting the causal far-field responses 
through numerical optimization of the Chebyshev polynomials [17]. 
Slightly different approach implements the post-processing based on a 
time-gating method (TGM) [5,10,22]. In TGM, the measured frequency 
samples are converted to a time-domain impulse response [10]. The 
latter is then modified so that the signal components that correspond to 
the external noise and multipath interferences are suppressed. The 
corrected impulse responses are then converted back to the frequency- 
domain so as to facilitate extraction of the radiation patterns. 

The discussed methods are predominantly validated in the 
controlled, semi-anechoic environments, which hinders assessment of 
their versatility in terms of measurements post-processing in more 
challenging propagation environments [16–22]. In this regard, TGM 
may be considered as an exception due to demonstration of its perfor
mance in real-world non-anechoic environments [7,9]. In, [7] charac
terization of the radiator performance figures in a reverberation 
enclosure (RE) has been proposed. RE is a Faraday cage that provides 
shielding from the external EM noise but lacks the absorbing materials 
on the interior walls (required to suppress interferences due to multi- 
path propagation) [8]. In [9], successful characterization of the an
tenna radiation patterns have been performed in an office room that has 
not been tailored for far-field measurements in any particular manner 
except for installation of the antenna positioning fixtures and the VNA. 

Despite proved usefulness [5,7,9,10], appropriate setup of TGM—as 
well as other discussed techniques—for reliable correction of antenna 
responses is difficult. The performance of the method vastly depends on 
the bandwidth around the frequency of interest and interval of the time- 
domain window [7,10]. In the literature, the mentioned factors are 
determined based on a manual, or semi-manual tuning governed by the 
rules of thumb [7,9,10]. Although the discussed cognitive approaches 
proved to be useful, they are also time consuming, prone to failure, and 
their outcome substantially affects correction performance [11]. 
Furthermore, the usefulness of TGM—configured w.r.t. a given antenna 
(also referred to as a calibration structure – CS)—for correcting the re
sponses of other radiators under test has not been scrutinized. Instead, 
the method is normally validated (through comparisons with AC-based 
radiation patterns) based on measurements of the same radiator as the 
one used for setup and often at the same frequency points [9,10]. 
Moreover, the state-of-the-art TGM approaches exploit excessive num
ber of frequency-points in order to maintain high quality of post- 
processing which negatively affects the cost of measurements (here, 
understood as the time required to obtain the data points necessary for 
reconstruction of the radiation patterns) [7,10,16–21]. Also, the avail
able methods are validated using electrically large, conventional an
tennas such as rectangular horns, or log-periodic structures [16–21]. 
Furthermore, usefulness of the method for measurements of compact, 
planar radiators has not been investigated. From this perspective, the 
problem concerning application of TGM for low-cost, accurate mea
surements of electrically small antennas in non-anechoic environments 
remains open. 

In this work, a calibration procedure for automatic determination of 
TGM correction setup that enables accurate measurements of electri
cally small antennas in non-anechoic propagation conditions has been 

proposed. The method involves unsupervised configuration of the test 
site w.r.t. a calibration structure (CS), i.e., the one for which accurate 
EM simulations and/or AC-based responses are available. The process is 
performed using a heuristic algorithm that optimizes interval of the CS 
impulse responses (obtained through conversion of the frequency mea
surements to the time-domain) so as to perform a curve fitting of its 
radiation patterns (extracted from the confined impulse responses 
restored back to the frequency-domain) to the available reference data. 
The goal of the calibration is to adjust the properties of the TGM 
correction to the specific measurement conditions (and class of the an
tenna under test). Apart from the proposed interval selection algorithm, 
the novel components of the work include (i) application of the TGM 
framework for measurements of electrically small antennas, (ii) 
extraction of reasonably accurate far-field responses at a low cost (time- 
wise) using small number of data points around the frequency of interest 
(i.e., the one at which the radiation pattern is to be obtained), and (iii) 
demonstration of the measurements repeatability when the radiator is 
characterized in two different test sites. The proposed method has been 
validated using four example structures: an antipodal Vivaldi radiator, 
two compact monopoles, and a quasi-Yagi antenna [12–14,31]. The 
proposed approach has been benchmarked against the methods from the 
literature in terms of cost and performance. The effects of noise on 
quality of the TGM-based measurements have also been investigated. 

2. Materials 

Measurement of antenna characteristics, normally performed in 
anechoic conditions, is a multi-step process that involves determination 
of the antenna under test angular location with respect to the reference 
antenna followed by measurements of transmission between them. 
Apart from the radiators, the system comprises the positioning devices, 
signal generator and detector (here, in the form of a VNA), as well as 
appropriate hardware/software for data acquisition and post- 
processing. In this section, a brief discussion of these components is 
provided along with description of the antenna structures used for 
benchmark of the proposed auto-calibration algorithm. 

2.1. Measurement system 

A block diagram of the considered system for far-field measurements 
of antenna characteristics is shown in Fig. 1. Its main components 
include: (i) positioning towers with control electronics, (ii) VNA, (iii) 
personal computer, and (iv) connection cables. The towers consist of 
tripods equipped with the in-house developed rotating heads, which 
enable 0◦ to 360◦ rotation in azimuthal planes of the AUT, and the RA 
[15]. The measurements are performed using the Anritsu MS2038C 
vector network analyzer [23]. The system is controlled using a standard 
personal computer (PC) and the in-house software. 

Fig. 1. The considered antenna measurement setup: (a) block diagram of the 
system and (b) orientations of AUT considered in the work. Thick and thin lines 
represent the coaxial cables and communication wires, respectively. Parameters 
ϕ and φ denote angles of AUT and RA, whereas θ represents elevation of AUT. 
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The above described setup is rather typical for experimental vali
dation of antenna far-field characteristics (apart from the fact that it is 
not installed in the anechoic chamber) [3,10]. Instead, the equipment is 
dedicated for use in office rooms that are not tailored to antenna mea
surements. Here, two test sites are used for experiments in order to 
demonstrate that the presented post-processing method is capable of 
generating the radiation patterns characterized by high-resemblance in 
distinct operational conditions. As shown in Fig. 2(a)-(b), the first test 
site provides around 2.1 m of line-of-sight distance between the trans
mitting and receiving antennas (depending on the specific radiators), as 
well as 1.8 m and 1 m from the towers to the nearest wall and ceiling 
lamps. It is worth noting that the room is full of equipment (e.g., cabi
nets, workstations, desks, whiteboard, etc.) that distorts the signals 
propagated between the antennas and recorded by the VNA. The second 
site, shown in Fig. 2(c)-(d), is much smaller and hence represents a more 
challenging testing environment. The positioning towers are separated 
by around 1.8 m, whereas the shortest distances to the walls are 0.4 m 
and 0.8 m for the transmitter and receiver tower, respectively. As for the 
first site, the room is also equipped with computers, bookshelves, 
whiteboard, electronics, etc. Both offices are adjacent to the main 
communication passage of the building. 

2.2. Antenna structures 

Experimental validation of the TGM calibration method presented in 
this work has been performed using the following (in-house developed) 
broadband structures: (i) an antipodal Vivaldi radiator based on [12], 
(ii) a spline-shaped monopole of [13], (iii) a rectangular antenna with 
trimmed driven element [14], and (iv) a planar quasi-Yagi component 
with a folded driven element and a rectangular director [31]. Photo
graphs of the manufactured antenna prototypes are shown in Fig. 3. The 
radiators are equipped with the SMA (SubMiniature version A) con
nectors from Rosenberger, and Cinch [24,32], respectively. The Vivaldi 
structure is implemented on a Rogers RO4360G2 dielectric material 

characterized by a relative permittivity of 6.15 and 0.81 mm thickness 
[25], whereas both monopoles and the Yagi-based radiator are imple
mented on a Rogers RO4003C with εr = 3.38 and h = 0.81 mm [26]. 
Electrical characteristics of the antennas over the bandwidths consid
ered for experiments are shown in Fig. 4. The responses demonstrate 
that all of the structures offer low in-band reflection coefficient. It 
should be emphasized that the far-field radiation patterns of (i) and (ii) 
have been measured in the anechoic chamber [3,27]. In Section 4, these 
responses are used for TGM calibration, but also to demonstrate use
fulness of the proposed framework for measurements in non-anechoic 
conditions. 

3. Methodology 

In this section, we formulate the problem pertinent to measurements 
of the antenna far-field radiation patterns and explain the steps of time- 
gating algorithm when applied to refinement of the characteristics ob
tained in non-anechoic environments [7,10]. The challenges related to 
setup of the method—which provide motivation for development of the 
proposed calibration mechanism—have also been discussed. Finally, the 
algorithm for automatic adjustment of the TGM intervals is presented. 

3.1. Problem formulation 

Let ω = [ω1 … ωk … ωK]T be the vector of k = 1, …, K frequency 
points obtained around the center frequency of interest f0 = (ω1 + ωK)/2. 
The bandwidth around f0 is defined as B = ωK – ω1. Then, let 

R = R(ω,Φ) =

⎡

⎣
R(ω1,ϕ1) ⋯ R(ω1,ϕA)

⋮ ⋱ ⋮
R(ωK ,ϕ1) ⋯ R(ωK ,ϕA)

⎤

⎦ (1) 

be a set of the measured system responses—i.e., the far-field trans
mission S21 between the RA and the AUT [3]—obtained as a function of 
ω and the angular sweep Φ = [ϕ1 … ϕa … ϕA]T (a = 1, …, A). For 
simplicity of notation, only horizontal (azimuthal) angles are considered 
here, whereas the elevation is set to θ = 0. However, given the hardware 
capabilities, the analysis can be performed for any combination of θ, ϕ 
that provide spherical coverage of the AUT characteristics. 

The goal of the TGM correction is to create a mapping: 

g : R→Rc (2) 

where g represents the function that implements time-gating method 
and Rc is the corrected radiation pattern response of the AUT. The ra
diation pattern Rc(f0, Φ) = [Rc(f0, ϕ1) … Rc(f0, ϕA)]T represents the 
refined antenna measurement obtained at f0 versus the considered an
gles of rotation Φ. 

3.2. Time-Gating algorithm for Far-Field measurements correction 

The TGM correction (2) involves a sequence of steps applied to the 
measurements performed at all Φ angles. For the given ϕa, the procedure 
is as follows. First, the frequency-responses are transformed to Rh(ω, ϕa) 
= h(m1)◦R(ω, ϕa), where “◦” represents component-wise multiplication, 
m1 is the vector of integers, and h(m1) denotes cosine-sum function of 
the following form: 

h(m) = α0 − (1 − α0)⋅cos(2πm) (3) 

Here, m = m1 = [0 … K – 1]T and α0 = 0.5 which corresponds to a 
Hann window [28]. Fig. 5(a) shows a comparison of R and Rh responses. 
In the next step, Rh(ω, ϕa) is converted to the time-domain using an 
inverse fast Fourier transform T(t, ϕa) = Ϝ–1(Rh(ω, ϕa), N); N represents 
the number of discrete points used to represent the impulse response 
[28]. The time-domain sweep is defined as t = n•∂t = [t0 … tN–1]T, where 
n = [0 … N–1]T is the N-point vector of indices and ∂t = 1/B represents 
the temporal resolution of T(t, ϕa). Note that ∂t can be determined based 
on a fractional bandwidth with ω1 greater than 0 Hz, which leads to non- 

Fig. 2. Measurement sites considered in the work: (a) schematic view and (b) 
photograph of the first room, as well as (c) view and (d) photograph of the 
second office. Dotted lines highlight the example path of the reflected signal 
(the shortest corresponds to reflection from the ceiling lamps), whereas red 
circles represent the antennas. 
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causal impulse responses in the time domain (i.e., the ones where T(t0, 
ϕa) is not equal to zero) [29,30]. Notwithstanding, the effect can be 
neglected due to a relatively large distance between the reference an
tenna and AUT, as well as preconditioning of the frequency data using 
(3), which gradually increases attenuation of S21 towards edges of the 
bandwidth (cf. Fig. 5(a)). 

The next step involves determination of the gated time-domain 
response: Tg(t, ϕa, tn) = [0•T(t1, ϕa) h(m2)◦T(tint, ϕa) 0•T(t2, ϕa)]T, 
where tn = [tn1 tn2]T represents bounds of the selected discrete interval 
tint = [tn1 tn1+1 … tn2–1 tn2]T (tn1 < tn2 ∈ t). The remaining parameters are 
given as t1 = [0 … tn1–1]T and t2 = [tn2+1 … N]T. The vector of integers 

Fig. 3. Photographs (in-scale) of the planar antennas used for demonstration of the presented measurement framework: (a) antipodal Vivaldi [12], (b) spline-based 
monopole [13], (c) rectangular monopole with trimmed radiator [14], and (d) quasi-Yagi structure [31]. 

Fig. 4. Reflection coefficients of the considered structures: (a) antipodal 
Vivaldi [12], (b) spline-based monopole [13], (c) rectangular monopole [14], 
and (d) quasi-Yagi antenna [31]. 

Fig. 5. Visualization of the TGM steps for an example antenna around the 
center frequency f0 = 4 GHz (B = 3 GHz, ti = [6.3 8.7] ns) in: (a) frequency- and 
(b) time-domain (dotted lines represent bounds of the TGW interval). 
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for (3) is m2 = [0 … n2 – n1]T, where n1 < n2 ≤N are the indices of tn1 and 
tn2 (note that the lengths of tint and m2 are the same). The gated signal 
Tg(t, ϕa, tn) is a composition of a Hann-window-modified fraction of the 
time-domain response T(t, ϕa) that corresponds to the tint interval and 
zeros for the remaining time steps. A comparison of T(t, ϕa) and Tg(t, ϕa, 
tn) responses is shown in Fig. 5(b). The gated impulse response is then 
converted back to the frequency-domain using an N-point fast Fourier 
transform Rg(Ω, ϕa) = Ϝ(Tg(t, ϕa), N) [28], where Ω ¼ n•∂ω, ∂ω = B/(K – 
1). Note that Ω is the N-point response whereas ω is a K-point vector, but 
Ωk+1 – Ωk = ωk+1 – ωk = ∂ω. Consequently, the corrected transmission 
between RA and AUT can be extracted by selecting the first K samples 
from the Rg response as Rc(ω, ϕa) = [Rg(Ω1, ϕa) … Rg(ΩK, ϕa)]T, where 
Ω1 = ω1 and ΩK = ωK, respectively. 

The time-gating algorithm can be summarized as follows:  

1. Set a = 1;  
2. Calculate Rh(ω, ϕa) = h(m)◦R(ω, ϕa);  
3. Convert Rh(ω, ϕa) to time-domain response T(t, ϕa);  
4. Obtain the gated time-domain response Tg(t, ϕa, tn);  
5. Determine Rg(Ω, ϕa) by converting Tg(t, ϕa, tn) to the frequency- 

domain;  
6. Extract the corrected response Rc(ω, ϕa) from Rg(Ω, ϕa);  
7. If a =A, END; otherwise set a = a + 1 and go to 2. 

3.3. Appropriate TGM setup – Challenges and mitigation strategies 

The performance of TGM varies with the selected B, K, as well as 
interval of the time-gating window (TGW) represented by the tn1 and tn2 
instances. According to [7,10], the TGM fidelity increases proportion
ally to bandwidth around f0. The reasoning here is that increasing B 
results in improved temporal resolution (i.e., smaller ∂t) between the 
samples of the impulse response. The effect can be leveraged to deter
mine the interval that is restricted to direct transmission of the signal on 
the RA-AUT path. The problem of bandwidth determination is often 
intertwined with (direct, or indirect) analysis of the mentioned interval 
bounds. Note that, owing to the inverse relation between bandwidth and 
resolution of the time-domain signal (cf. Section 3.2), enhancement of 
the former is considered useful for more precise identification of the 
lower/upper bounds of the interval pertinent to the RA-AUT impulse 
response. 

In [10], the bandwidth is specified as B ≥ 5•c/(δn2 – δn1), where δn1 
and δn2 denote the (manually measured) line-of-sight RA-AUT distance 
and the (expected) shortest path travelled by the reflected (e.g., from the 
ceiling; see Fig. 2) signal; c is the speed of light. Note that, in [10], the 
bounds of the TGW interval (rectangular window is used instead of 
Hann) are estimated as τn1 = δn1/c and τn2 = δn2/c, respectively. The 
necessity to measure physical distances in the test site make the 
approach cumbersome (especially when the test equipment is mobile) 
and prone to failure. Furthermore, due to the limited spatial–temporal 
resolution—for TGM, the distance between the towers is represented by 
a discrete step ∂d = c•∂t—the τn1, τn2 parameters obtained from site 
measurements have to be re-set to their discrete counterparts tn1, tn2 

coinciding with granularity of the data. Unequivocal determination of 
specific time-instances might not be straightforward (see Fig. 6). 
Another problem is that the interval bounds determined based on the 
path travelled by the line-of-sight and the (expected) reflected signals 
largely depend on the size of the test site. Consequently, it might not 
confine only the relevant part of the impulse response but also the noise 
from the external EM sources and other unpredicted interferences (such 
as reflections from ceiling lamps). Having that in mind, usefulness of the 
method for post-processing of the measurements performed in unshiel
ded, non-anechoic environments might be limited [9]. 

A less involving approach to bandwidth estimation has been 
demonstrated in [7], where B ≥ 3/(t2 – t1) is suggested to ensure 
acceptable correction performance, whereas t1 = min(tang) and t2 = max 
(tang). The vector tang = [t1 … ta … tA]T consists of the time instances 
pertinent to maximum values of the RA-AUT impulse responses extrac
ted as a function of rotation angles. It is obtained as: 

ta = argmax
ta∈t

(|T(t,ϕa)| ) (4) 

Compared to [10], the method of [7] does not rely on manual 
characterization of the test site and enables determination of bandwidth 
based just on the gathered data. In practical applications, one would 
perform measurement of R using the arbitrary B in order to extract the 
impulse responses. Then, appropriate coefficient can be determined 
through analysis of the obtained characteristics. Due to the symmetry of 
the time-domain response, the TGW bounds in [7] are estimated as tn1 =

–t2 and tn2 = t2, which corresponds to tn1 = 0, tn2 = t2 when only its non- 
negative part is considered (as in this work). As an alternative to the 
approach based on (4), determination of tn1 based on a visual inspection 
of the impulse response has been considered. 

As shown in Fig. 7, for practical measurements conducted in non- 

t n n

t
n n

t

t t t tn t t tn t tnt tn

Fig. 6. Manual identification of τn1 and τn2 bounds based on measurements of the line-of-sight RA-AUT distance and the expected shortest path of the reflected 
signal. Note that, upon determination of ∂t, the granularity of the discrete time-domain steps does not coincide with the measured delays. Consequently, the 
identification of appropriate tn1 and tn2 might not be straightforward. 

Fig. 7. Time-domain analysis of the impulse response obtained in the first test 
site for the (directional) Vivaldi antenna (used as AUT) around f0 = 6 GHz 
frequency with B = 1 GHz: (a) transmission delay of the maximum RA-AUT 
impulse response as a function of antenna rotation, and (b) absolute value of 
the impulse response for the selected angles of AUT rotation (dotted lines mark 
the maximum values). Note that, due to low gain of the AUT in the direction of 
RA at ϕa = 70◦, the amplitude of the signal reflected from the whiteboard (see 
Fig. 1(a)) is larger than the one resulting from the line-of-sight transmission. 
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anechoic environments, determination of tn1, tn2 from [7] may lead to 
overestimation of the interval. Although the latter may be acceptable in 
reverberation chambers, “contamination” of the unshielded environ
ments by the EM signals, might lead to notable degradation of the 
correction performance. Consequently, the interval should be possibly 
narrow and centered around the impulse response peak so as to mitigate 
the effects of propagation conditions on the measurements quality. 
Another problem is that exaggerated intervals obtained using method 
[7] result in underestimation of B around f0, which in turn reduces 
temporal resolution of the impulse response and negatively affects the 
correction performance. Unfortunately, mechanisms for automatic 
determination of short intervals centered around the main peak of the 
impulse response have not been considered in the literature. 

The challenges related to low temporal resolution can be mitigated 
through realization of measurements in a setup where bandwidth 
around f0 is broad (which would also aid identification of tn1 and tn2 
bounds). On the other hand, the method limits the range of usable fre
quencies at which far-field measurements could be performed. In other 
words, with a low-cost VNA characterized by frequency range of e.g., 1 
GHz to 6 GHz and B = 4 GHz, one would restrict characterization of 
antenna performance to the range of only 3 GHz to 4 GHz. From this 
perspective, determination of appropriate B to the problem is important 
to ensure applicability of the correction to various propagation sce
narios. For measurement of compact radiators, the bandwidth can be 
estimated as B ≥ c/(3•D), where D is the AUT aperture (in meters). The 
reasoning behind bounding B from below using the antenna aperture is 
that the latter is proportional to gain [33]. The gain of small antennas is 
normally low which is manifested by the reduced amplitude of the im
pulse response compared to the external noise. Consequently, extraction 
of the bounds confining the relevant part of their impulse response is 
challenging process whereas its precision might noticeably affect the 
correction performance (cf. Section 3.4). To mitigate the effects of 
external noise on the quality of measurements, the interval bounds 
should be narrow and possibly accurate. For small radiators, the latter is 
ensured by high temporal resolution resulting from the use of the pro
posed bandwidth estimation formula. The presented threshold on B has 
been validated based on a series of experiments (cf. Section 4). It should 
be noted that, for the class of antennas considered in this work, the 
bandwidth should be greater than 0.5 GHz as lower values deteriorate 
the correction performance (cf. Fig. 8) [7]. Also, the test site must be 
large enough so as to enable identification of the impulse response 
components that correspond to direct transmission and the reflected 
signals. 

In [7], high K (i.e., small ∂ω) is suggested to mitigate the effects of 
aliasing on the correction performance. As shown in Fig. 8, when the 
measurements are performed in unshielded environments, the effect of 

increasing the frequency-points density beyond K ≈ 200 on the quality 
of TGM correction seem to quickly deteriorate. The reason is that the 
improvement of TGW performance due to the reduced aliasing is 
counteracted by far from optimal propagation conditions (cf. Section 
4.5). Also, since the cost of data gathering is proportional to K, a low 
number of frequency points is desirable from the standpoint of mea
surements cost. The correction performance can also be improved (to 
some extent) by augmenting the impulse response using the zero- 
padding technique (N > K) [28]. Numerical experiments conducted in 
the test sites of Fig. 2 indicate that N = 2log2(⌈K⌉)+3 is sufficient to ensure 
smooth time-domain responses which aid precise identification of the 
tn1, tn2 bounds. Note that variations between the responses in Fig. 8 with 
K are mostly due to the temporal dynamics of the measurement envi
ronment (cf. Section 4.5). 

Fig. 9 visualizes the TGM correction performance (w.r.t. the mea
surements performed in AC) as a function of the tn1, tn2 bounds. The 
responses clearly demonstrate (i) the relation between B and the time- 
domain resolution, as well as (ii) the narrow (and deep) valleys with 
steep slopes formed by the low-error intervals. Identification of non– or 
sub-optimal tn1, tn2 bounds significantly affect the performance of non- 
anechoic measurements compared to the results that can be obtained 
in dedicated environments. One should reiterate that the specific values 
of tn1, tn2 depend on propagation conditions, i.e., the distance between 
positioning towers, size of the test site, noise, interferences, etc. From 
this perspective, precise adjustment of the TGM interval bounds is a 
challenging problem. In this work, tn1, tn2 are determined automatically 
using the heuristic method proposed in the following section. 

3.4. TGM calibration algorithm 

The proposed calibration routine enables automatic determination of 
tn1, tn2 so as to maximize the TGM performance in unshielded non- 
anechoic environments. The main requirement for the proposed heu
ristic algorithm is availability of a so-called calibration structure, i.e., an 
antenna that has already been characterized (in terms of the radiation 
pattern performance) either in AC, or by means of accurate EM simu
lations. The presented method adjusts the tn1, tn2 bounds so as to mini
mize the discrepancy between the CS responses obtained in the test site 
w.r.t. the accurate reference data. 

The algorithm is sequentially executed at the pre-selected fre
quencies f0 = [f0.1 … f0.p … f0.P]T, p = 1, …, P. The initial bounds tn.p

(0) =

[tn1.p
(0) tn2.p

(0)]T are selected based on the vector tang.p (note that p refers 
to the given center frequency of measurements) obtained from (4), 
where tn1.p

(0) = min(tang.p), tn2.p
(0) = min({max(tang.p), tmax.p}), and tmax.p 

= M(tang.p) + (M(tang.p) – min(tang.p)). The latter (note that M(•) repre
sents a median operation) mitigates the effects of signal reflections in 

Fig. 8. The effect of B and K on the quality of TGM-based correction expressed 
in terms of the averaged absolute error w.r.t. AC measurements. The responses 
are evaluated over f0 = [46810]T GHz for: (a) Vivaldi antenna and (b) spline 
monopole. The parameter K = all denotes that a maximum available number of 
samples—ranging from ~ 650 (B = 0.5 GHz) to ~ 5350 (B = 4 GHz)—has been 
used for correction. 

tn
tn

tn
tn

Fig. 9. Measurement error at f0 = 4 GHz between the results obtained in AC 
and in the second test site as a function of tn1, tn2 bounds: (a) Vivaldi antenna 
with B = 1 GHz and (b) spline monopole with B = 3 GHz. Note that the 
bandwidth affects the temporal resolution of the landscapes. Low-error ar
rangements of tn1 and tn2 are located in narrow valleys with steep slopes, which 
hinder their identification. 
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non-shielded sites on erroneous estimation of the interval (see Fig. 7). In 
each tuning step j = 0, 1, …, the procedure generates perturbed intervals 
around currently the best design tn.p

(j) = [tn1.p
(j) tn2.p

(j)]T as: 

T(j)
n.p =

⎡

⎢
⎢
⎢
⎢
⎣

t− r.− r ⋯ t− r.0 ⋯ t− r.r
⋮ ⋱ ⋮ . . . ⋮

t0.− r ⋯ t0.0 ⋯ t0.r
⋮ . . . ⋮ ⋱ ⋮

tr.− r ⋯ tr.0 ⋯ tr.r

⎤

⎥
⎥
⎥
⎥
⎦

(5)  

where t0.0 = tn.p
(j). For each pair of integer indices –r ≤ m, n ≤ r the 

perturbed interval is given as tm.n = [tn1.p
(j) + m•∂t tn2.p

(j) + n•∂t]T. The 
candidate solution for the next iteration is selected as: 

t(j+1)
n.p = arg min

tm.n∈T(j)
n.p

U(tm.n) (6) 

The objective function U is of the following form: 

U =

⃦
⃦
⃦Rc

(
f0.p,Φ, t(j)n.p

)
− Rr

(
f0.p,Φ

) ⃦⃦
⃦

2
(7) 

Here, Rr is the reference radiation pattern obtained for CS by means 
of the AC measurements (or the EM simulations). The parameter Rc(f0.p, 
Φ, tn.p

(j)) = Rc(f0.p, Φ) represents the refined response obtained in non- 
anechoic environment, where the bounds of the time-gating interval 
are specified by tn.p

(j), i.e., Tg(t, ϕa, tn) = Tg(t, ϕa, tn.p
(j)), as explained in 

Section 3.2. The algorithm is terminated when U(tn.p
(j+1)) ≥ U(tn.p

(j)) and 
the final design is selected as tn.p* = tn.p

(j). Typically, only a handful of 
iterations is required for convergence of the method. It is worth noting 
that the parameter r (the number of TGM evaluations per iteration is 
Ocalc = (2r + 1)2) balances the algorithm cost and performance. The 
reason is that r controls the range of objective function evaluations 
around the tn.p

(j) design. Here, r = 2—which corresponds to span of five 
samples around tn.p

(j) in each direction—is selected as it ensures low 
tuning cost and mitigates the risk of getting stuck in close-to-optimal, yet 
not the best available design. 

The above described routine is executed sequentially for all P 
selected frequencies. The resulting bounds of the TGW interval 
(considered accurate for a range of frequencies) are then obtained as a 
superposition t*n =

[
t*n1t*

n2
]
=
[
⌊<
[
t*n1.1…t*

n1.P
]
> ⌋,⌈<

[
t*n2.1…t*

n2.P
]
> ⌉

]
. 

Note that <•> represents an average, whereas ⌊⋅⌋ and ⌈⋅⌉ denote round 
down and up to the nearest discrete multiple of ∂t (cf. Fig. 6). It is worth 
noting that the algorithm requires at least one reference frequency for 
calibration of the test site. Increasing P can mitigate the effects of 
frequency-dependent propagation conditions on the performance of 
TGM-corrected radiation patterns. 

The presented algorithm can be summarized as follows (see Fig. 10 
for conceptual illustration of the routine operation):  

1. Set p = 0, j = 0;  
2. Find tn.p

(j);  
3. Generate the interval bounds Tn.p

(j) around tn.p
(j);  

4. Obtain tn.p
(j+1) by solving (6) using the objective function (7);  

5. If U(tn.p
(j+1)) <U(tn.p

(j)), set j = j + 1 and go to 3; otherwise set 
tn.p* = tn.p

(j) and go to 6;  
6. If p < P set p = p + 1 and go to 2; otherwise extract tn* = [tn1* tn2*] 

and END. 

4. Results and discussion 

Performance of the proposed TGM-correction framework has been 
demonstrated in two unshielded non-anechoic measurement sites using 
a total of four antennas (see Section 2). All measurements have been 
performed with K = 201. It should be noted that the antipodal Vivaldi 
structure of Fig. 3(a) has been used as the RA (cf. Fig. 1) for all of the 
considered experiments. The average discrepancies between the refer
ence and TGM-corrected measurements have been expressed in terms of 
the root-mean-square-error (RMSE): 

eR =
1̅
̅̅
A

√

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

j=1
(Rc(f0,Φ) − Rr(f0,Φ) )

2

√
√
√
√ (8) 

The metric (8) has been selected because it finds application in the 
reference literature [7]. It is worth noting, however, that measurements 
accuracy can be also expressed in the form of, e.g., equivalent stray 
signal [34]. The proposed calibration algorithm has been validated 
against the methods from the literature in terms of the cost and accu
racy. The section has been summarized by the discussion of the results 
with focus on the effects of external noise on performance of the pre
sented framework. 

4.1. Antipodal Vivaldi antenna 

The experiment involves application of a Vivaldi antenna for cali
bration of the first test site, w.r.t. the EM simulation data. The identified 
bounds of the impulse response interval are then re-used for measure
ment of the same antenna at other frequencies (θ = 90◦). The radiator 
aperture is D ≈ 0.10 m, hence B = 1 GHz has been selected (cf. Section 
3.3). The structure has been measured in the yz-plane (see Fig. 3(a)). In 
the first step, a series of non-anechoic measurements has been per
formed around the center frequencies of 3 GHz, 4 GHz, 5 GHz, and 8 
GHz, respectively. Next, the algorithm of Section 3.4 has been used to 
perform calibration at f0.cal = [3 8]T GHz. The resulting vector of interval 
bounds tn* = [5 12]T ns (which corresponds to seven samples in the 
time-domain) has been then used to correct the radiation patterns ob
tained at f0.eval = [4 5]T GHz. Fig. 11 shows a comparison of the AC 

tn p

tn p

tn p

tn p

j

j

t

t

t

t

p

p

p P

tn

tn p

tn P

tn

t

t

tn

tn

j

p

Fig. 10. Conceptual illustration of the proposed TGM 
bounds optimization algorithm: (a) iterative adjust
ment of the bounds at pth frequency (with r = 1) 
based on comparison of the radiation pattern obtained 
for the CS in the non-anechoic test site to the refer
ence one (AC-, or EM-based), as well as (b) extraction 
of the tn* bounds based on superposition of the results 
from f0.p frequencies. The light gray cells in (a) 
represent the span of Tn.p

(j) around tn.p
(j). The dark 

gray cells in (b) represent the range determined by tn. 

p* bounds.   
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measurements with the obtained results (before and after TGM correc
tion). The average discrepancy between the AC and TGM-based char
acteristics—expressed using RMSE averaged over the number of 
considered f0.eval frequencies—amounts to only –22 dB, which repre
sents over 8.4 dB improvement compared to uncorrected measurements. 
It is worth emphasizing that, although the discrepancy between the AC 
and TGM-based responses is noticeable, the measurements have been 
performed in a unshielded, non-anechoic environment contaminated by 
the external EM noise. Consequently, the agreement between the re
sponses is acceptable. 

The effect of selected interval bounds on TGM correction perfor
mance can be demonstrated using a power-angle-delay profile (PADP), 
which represents the measured impulse response of the AUT as a func
tion of the S21 transmission time-delay and angular position of AUT w.r. 

t. the RA [36,37]. The time domain characteristics obtained in non- 
anechoic conditions before (with RMSE at 5 GHz of –13 dB), as well 
as after correction performed using the proposed method, approaches of 
[10,7], and through manual tuning of the interval are shown in Fig. 12. 
Comparison of the AC measurements with the refined responses (ob
tained at 4 GHz and 5 GHz frequencies for K = 201 and B = 1 GHz) is 
shown in Fig. 13. The results demonstrate that the effects of considered 
correction mechanisms on the time-domain responses are mostly subtle. 
At the same time, the RMSE values obtained at 5 GHz frequency for the 
presented, and benchmark methods amount to –19.7 dB, –17.9 dB, 
–18.8, and –16.4, respectively. It should be reiterated that the approach 
of [10] requires a careful examination of the shortest path for the re
flected signal (see Fig. 2), whereas the interval determined using the 
technique [7] is prone to interference-induced errors (see Fig. 7). 
Finally, the bounds identified based on visual inspection of character
istics are too aggressive which is manifested through excessive attenu
ation of the side lobes. Also, for the considered test case, manual tuning 
is characterized by the smallest improvement of the performance among 
the compared techniques. 

4.2. Compact monopole antennas 

The second experiment involves calibration of the first test site using 
a spline-based monopole antenna shown in Fig. 3(b) w.r.t. the AC-based 
responses. The identified interval bounds are then used to perform TGM- 
corrected measurements of the radiator of Fig. 3(c) [14]. The antenna Fig. 11. Corrected (red), reference, and uncorrected (blue) radiation patterns 

obtained for the Vivaldi antenna measured in yz-plane [12]. The TGM has been 
calibrated w.r.t. EM simulations (gray) at: (a) f0.cal = [3 8]T GHz frequencies. 
The correction has been validated w.r.t. AC measurements (black) at (b): f0.eval 
= [4 5]T GHz. Note that uncorrected characteristics feature a substantial 
discrepancy w.r.t. AC measurements and EM simulations. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 12. Vivaldi antenna: PADP obtained in the first test site at 5 GHz frequency for (from left) uncorrected responses and characteristics modified using (from left) 
the proposed method, as well as the techniques of [10,7], and through manual adjustment of interval bounds. Note that the interval bounds at 4 GHz are the same as 
the ones used at 5 GHz. 

Fig. 13. Antipodal Vivaldi antenna: comparison of the radiation patterns ob
tained in AC (black), and non-AC conditions using the proposed method (red), 
as well as the approaches of [10] (– –), [7] (•••), and obtained through manual 
adjustment intervals (––). The center frequencies are: (a) 4 GHz and (b) 5 GHz, 
respectively. Note that excessive trimming of the impulse response for the 
manually determined interval results in attenuation of the side-lobes. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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aperture is estimated as D ≈ 0.03 m, which corresponds to B = 3 GHz. 
Both structures have been measured in xz-plane (θ = 0◦). The non- 
anechoic data have been obtained at f0.cal = [4 6 8]T GHz frequencies. 
The interval bounds of tn1* = 6 ns and tn2* = 8.7 ns (which corresponds 
to eight time-domain samples) have been determined using the algo
rithm of Section 3.4. As shown in Fig. 14(a), the agreement between the 
AC and TGW-corrected results at f0.cal is excellent. The resulting average 
RMSE is only –30 dB. 

The obtained calibration data have been used for TGM correction of 
the compact monopole from Fig. 3(c), which features aperture with 
comparable size to the CS (i.e., the radiator of Fig. 3(b)). The considered 
vector of center frequencies is f0.eval = [3 12]T GHz. A comparison of the 
TGM-corrected measurements with the EM simulation results obtained 
for the considered radiator is shown in Fig. 14(b). The agreement be
tween the characteristics is excellent, especially having in mind that the 
correction has been performed using different structure and at the fre
quencies that exceed the range used for calibration. The average RMSE 
between the EM simulations and corrected measurements is only –28 dB. 
Note that, for both considered antennas, the uncorrected responses are 
vastly incorrect. 

For the sake of comparison, refinement of the non-anechoic radiation 
patterns obtained for the antennas of Fig. 3(b)-(c) using methods of [7] 
and [10] has also been considered. Unfortunately, the benchmark ap
proaches do not improve the characteristics w.r.t. non-corrected re
sponses. In both cases, poor results stem from overestimation of the 
intervals, as well as due to the fact that they are not centered around the 
peak of the impulse response coinciding with direct RA-AUT 
transmission. 

Fig. 15 shows the gated responses obtained for the antenna of Fig. 3 
(b) using the proposed approach, as well as the methods of [7] and [10]. 
The results indicate that, for the considered test cases, the benchmark 
methods offer little-to-no improvement of the RMSE and thus manual 
tuning of intervals is required. It is worth noting that overestimation of 

the reflected signal path for the technique of [10] stems from the diffi
culties in accurate determination of the appropriate location at/near the 
antenna from which the distance measurements should be undertaken. 
The same problem is pertinent to both unequivocal estimation of the 
reflection plane for the signal w.r.t. the geometrically complex struc
tures (here, ceiling lamps – see Fig. 2), or human errors, i.e., identifi
cation of a whiteboard instead of the ceiling as the obstacle determining 
the shortest path of the interferences. For the method of [7], substan
tially off-centered location of the Hann window w.r.t. the significant 
part of the impulse response results in its substantial attenuation and 
hence negligible improvement of corrected radiation pattern w.r.t. the 
uncorrected one. 

A more in-depth insight into the effect of selected TGM intervals on 
correction performance can be gained using the PADP. Fig. 16 shows the 
metric obtained for both the calibration antenna and the structure under 
test before, as well as after the calibration performed using the methods 
considered above and based on manual tuning of the intervals. Exami
nation of the uncorrected time-domain data indicate that the main peak 
of the impulse response is very narrow for all of the considered angles of 
AUT rotation. The signal is followed by interferences with a relatively 
high-amplitude (compared to the main pulse). Characteristics further 
support the claim that determination of a narrow time-gating interval 
centered around the line-of-sight component of the signal is crucial for 
successful calibration of the test site. For the considered techniques, the 
uncorrected response of CA (with RMSE of –9.4 dB at 4 GHz) has been 
refined to, –30.3 dB, –10.7 dB, –13.4 dB, and –24.9 dB, respectively. 
Regardless of aggressive manual trimming of the interval, the presented 
method still offers over 2 dB lower correction error, which is due to more 
rigorous (and multi-frequency-based; cf. Section 3.4) analysis of the 
responses. The far-field characteristics of CA that correspond to cali
bration responses (obtained at 4 GHz and 7 GHz) are shown in Fig. 17. 
The results demonstrate that components of the time-domain data 
adjacent to the direct impulse response substantially contribute to 
distortion of the radiation patterns. 

4.3. Quasi-Yagi structure 

The next case study concerns calibration of the second test site using 
the Vivaldi antenna (CA) and its AC-based reference responses. The 
resulting TGM interval has been re-used for measurements of the quasi- 
Yagi structure of Fig. 3(d) in the yz- and xy-planes (θ = 90◦) [31]. The 
estimated antenna aperture and bandwidth are D ≈ 0.05 m and B = 2 
GHz, respectively. The TGM bounds tn* = [5.5 7.5]T ns have been ob
tained through automatic calibration at f0.cal = 3 GHz frequency. The 
RMSE of the gated radiation pattern w.r.t. AC measurements is only 
–27.5 dB, which represents over 16.5 dB improvement compared to the 
uncorrected response. 

The obtained interval bounds have been used for correction of quasi- 
Yagi characteristics at f0.eval = [4 7]T GHz frequencies. Comparisons of 
the TGM-based responses with the EM simulations are shown in Fig. 18. 
For the first and second pair of measurements the averaged RMSE values 
are –23.9 dB and –26.1 dB which represents almost 10 dB and over 15 dB 
improvement compared to the uncorrected responses. 

4.4. Comparison of the measurements from two different test sites 

The last considered test case involves comparison of the TGM- 
corrected radiation patterns obtained in both test sites of Fig. 2. The 
experiments have been performed using two antennas, i.e., the antipodal 
Vivaldi and the spline-based monopole. The same calibration/mea
surement steps have been performed for both structures in both test 
sites. 

For the Vivaldi antenna, the test sites have been calibrated w.r.t. the 
EM simulation results (B = 1 GHz, θ = 90◦, yz-plane) at f0.cal = [3 8]T 

GHz. The TGM intervals of tn.1* = [5 12]T ns, and tn.2* = [4 10]T ns have 
been identified in the first and the second test site using the algorithm of 

Fig. 14. Corrected (red), reference, and uncorrected (blue) patterns obtained 
for the spline-monopole antenna of [13] calibrated w.r.t. AC measurements 
(black): (a) patterns at f0.cal = [4 7]T GHz (f0.cal = 6 GHz not shown). The 
correction has been validated w.r.t. EM simulations (gray) using radiator of 
[14] at (b): f0.eval = [3 1 2]T GHz. (For interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 
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Section 3.4. Note that the optimized intervals are not the same which 
stems from different propagation conditions in the rooms. The extracted 
setup parameters have been utilized for correction of the Vivaldi an
tenna measurements performed at f0.eval = [4 5]T GHz. Comparisons of 
the TGM-corrected responses obtained in both test sites against the AC- 
measurements are shown in Fig. 19. The averaged post-correction RMSE 
values are –22 dB and –24.5 dB for the first and the second test site, 
which corresponds to almost 8.5 dB and over 13 dB improvement w.r.t. 
the uncorrected responses. Furthermore the resemblance between the 
refined characteristics from both office rooms is relatively high, espe
cially having in mind substantially different propagation conditions. 

The monopole antenna has also been calibrated w.r.t. the EM 
simulation results (B = 3 GHz, θ = 0◦, xz-plane). The calibration has 
been performed at f0.cal = [6 9]T GHz and the intervals of tn.1* = [6.7 
8.3]T ns, and tn.2* = [6 7]T ns have been found. Then, the TGM-corrected 

measurements have been obtained at f0.eval = [4 7]T GHz. Fig. 20 shows 
comparison of the refined non-anechoic measurements with the AC- 
based radiation patterns. The corrected responses are characterized by 
RMSE of –28 dB (first site) and –27 dB (second site). The obtained values 
represent 15.5 dB and 16 dB improvement w.r.t. the non-anechoic data. 

Performance of the TGM correction in both test sites is summarized 
in Table 1. The results clearly indicate that, for the considered test cases, 
the presented approach substantially improves the quality of measure
ments performed in unshielded non-anechoic conditions. Furthermore, 
the characteristics and quantitative information obtained based on the 
tests demonstrate usefulness of the proposed calibration algorithm for 
maintaining similar performance of measurements conducted in envi
ronments characterized by substantially different propagation proper
ties. The latter seems important not only for obtaining high-quality 
responses (bearing the far-from-ideal conditions), but also to enable 

Fig. 15. Impulse response of the spline- 
based monopole antenna obtained at 4 
GHz and ϕa = 0◦ with highlight on the time- 
domain interval (dotted lines) identified 
using: (a) the proposed algorithm, as well as 
the methods of: (b) [10] where the shortest 
path of the reflected signal is determined w. 
r.t. the whiteboard (gray) and ceiling lamps 
(red); see Fig. 2, as well as (c) [7], respec
tively. Note that the benchmark techniques 
not only overestimate the bounds, but also 
produce the intervals that are off-centered 
the impulse response peak. (For interpreta
tion of the references to colour in this figure 
legend, the reader is referred to the web 
version of this article.)   

Fig. 16. PADP in the first test site for (from left) uncorrected responses, as well as characteristics modified by the proposed method, the techniques of [10,7], and 
through manual adjustment of interval bounds. The responses have been obtained using: (a) calibration antenna (spline monopole) at 4 GHz, (b) antenna under test 
at 3 GHz. Note that high resemblance between PADP for both structures facilitates utilization of the calibration data for accurate correction of the responses. 
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rapid deployment of the test equipment in distinct localizations while 
ensuring reliability of the TGM-corrected measurements (given the 
availability of calibration antennas and accurate reference data). 

4.5. Benchmark and discussion 

The proposed TGM correction mechanism has been benchmarked 
against the state-of-the-art methods where the interval bounds are 
determined from: (i) geometrical distance between the antennas in a 
system [10], and (ii) analysis of the system impulse responses [7]. It is 

worth noting that the presented method has already been compared (to 
some extent) with the approaches from the literature (cf. Sections 4.1 
and 4.2). However, the considered case studies concerned only valida
tion of the calibration algorithm, and hence common values of the 
remaining TGM parameters were used for all of the methods (i.e., B ≥ c/ 
(3•D), K = 201, N = 2log2(⌈K⌉)+3). Here, performance of the proposed 
framework is benchmarked against specific implementations of the 
techniques reported in [7] and [10], respectively. 

The setup of the presented method is the same as described in Section 
4. The settings of benchmark techniques follow their respective guide
lines summarized in Section 3.3, i.e., B = 5•c/(δn2 – δn1), where δn1 = 2.1 
m and δn2 = 2.97 m (cf. Fig. 2) for (i), and B = 3/(ti2 – ti1), with ti1, ti2 

estimated from (4) for (ii), respectively. In both cases, N = 2log2(⌈K⌉)+3 

and K = 2001. It should be noted that specific rules concerning deter
mination of N are not provided in [7,10], whereas the general recom
mendation on K is to provide large number of points (and hence, small 
∂ω). 

The tests have been performed in the first test site (cf. Section 2) 
using the Vivaldi structure and spline monopole. The frequencies of 
interest and angular resolution have been set to f0 = [4 6 8 10]T GHz and 
5◦, respectively. The accuracy of the considered techniques is quantified 
using the RMSE (calculated w.r.t. AC measurements and averaged over 
f0). The results shown in Table 2 indicate that, for the considered an
tennas, the proposed approach offers both improved accuracy and up to 
almost fourfold lower cost (expressed in terms of the time expenditure 
required for gathering the measurement data) compared to the state-of- 
the-art techniques. At the same time, the method simplifies (and quan
tifies) determination of B and K parameters, while streamlining the 
identification of the TGW interval bounds using the proposed heuristic 

Fig. 17. Calibration of the first test-site using the spline-based monopole: 
comparison of the radiation patterns obtained in AC (black), and non-AC con
ditions using the proposed method (red), as well as the approaches of [10] (– –), 
[7] (•••), and determined through manual adjustment intervals (––). The center 
frequencies are: (a) 4 GHz and (b) 7 GHz, respectively. Note that the methods 
[7] and [10] are useless for calibration of the test site to the considered compact 
radiator. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 

Fig. 18. Corrected (red), EM-based reference (gray), and uncorrected (blue) 
radiation patterns obtained in the second test site for a quasi-Yagi antenna at 4 
GHz (left-hand side) and 7 GHz (right-hand side) frequencies. The measure
ments have been performed in: (a) yz-plane and (b) xy-plane, respectively. Note 
that the calibration has been performed w.r.t. AC data using the Vivaldi an
tenna (f0.cal = 3 GHz; yz-plane). (For interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 

Fig. 19. Radiation patterns of the Vivaldi antenna measured in AC (––) versus 
characteristics obtained in the first (– –) and the second test site (•••) at: (a) 4 
GHz and (b) 5 GHz frequencies. Gray plots represent the responses obtained in 
the test sites before the TGM correction. 

Fig. 20. Radiation patterns of the spline-based monopole measured in AC (––) 
versus characteristics obtained in the first (– –) and the second test site (•••) at: 
(a) 4 GHz and (b) 7 GHz frequencies. Gray plots represent the responses ob
tained in the test sites before the TGM correction. 
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method. It should be emphasized that the performance of benchmark 
methods is poor. The obtained RMSE values are especially high for the 
spline structure which demonstrates limited applicability of conven
tional methods for correction of its responses. Slightly better results have 
been obtained for the Vivaldi antenna which is due to its larger di
mensions and higher gain. Furthermore, competitive accuracy of (ii) w. 
r.t. the proposed method has been obtained only after manual tuning of 
the tn2 parameter (cf. Section 4.2). 

The presented results demonstrate usefulness of the proposed TGM 
framework for conducting low-cost and reasonably accurate far-field 
measurements of electrically small antennas in non-anechoic environ
ments. On the other hand, due to lack of mechanisms for attenuation 
and/or shielding of EM radiation from the external sources, the per
formance of the presented method may vary depending on the center 
frequency of interest. For instance, the spectrum around e.g., 2.45 GHz, 
5.3 GHz, or 5.8 GHz frequencies is extensively utilized by wireless 
communication systems. Measurements of antenna patterns in such 
conditions would cause deterioration of the signal-to-noise ratio on the 
RA-AUT path and, consequently, degrade the accuracy of TGM- 
corrected characteristics. Although the problem could be alleviated (to 
some extent) though amplification of the RA antenna signal around the 
affected frequencies, its investigation exceeds the scope of the work. 

Another challenge associated with lack of test site shielding involves 
dynamic changes of propagation conditions on the RA-AUT path. Hav
ing in mind that the radiation pattern response is reconstructed from a 
series of data points obtained around the frequency of interest (one 
needs to perform 72 measurements to generate a 360◦ pattern in a single 
plane with a 5◦ resolution), temporal dynamics of the external EM noise 
may result in deterioration of its fidelity. The latter is manifested in the 
form of local, low amplitude distortions of the extracted characteristics 
that are noticeable for low-gain (e.g., electrically small, and/or omni
directional) structures. Fig. 21 provides a conceptual illustration of the 
effect for the compact spline-monopole measured in the second test site. 
To some extent, the phenomena can be attributed to the aliasing as the 
presented framework exploits relatively low number of frequency sam
ples for refinement of the measurement data [7,9,10]. Notwithstanding, 
the results of Fig. 22 suggest that contribution of the external noise to the 
distortion of TGM-corrected radiation patterns is around an order of 

magnitude higher as compared to the aliasing-induced effects. As 
mentioned above, the discussed problems can be mitigated through 
amplification of the signal in the RA-AUT path. External noise could also 
be reduced by means of averaging the results from several measure
ments. Nonetheless, this would negatively affect the cost of the proposed 
procedure. 

The effect of changing measurement conditions on overall correction 
performance can be quantized using uncertainty budget [5]. Although 
its detailed analysis is beyond the scope of the manuscript, a limited 
series of tests has been performed in the second test-site for the same 
setup as the one of Fig. 21. The considered experiments include 
repeatability of (i) measurements (performed in 15-minute intervals) 
corrected using the presented method (i.e., R(f0.cal)), (ii) calibration 
performance under angular misalignment of CA and AUT, (iii) me
chanical RF connection to the antenna, (iv) VNA calibration, and (v) 
transmission under folding of RF cables [5]. The distribution for all of 
the mentioned components but the (rectangular) angular discrepancy is 
Gaussian [5]. The combined uncertainty uc for the considered factors 
can be expressed as [5,38]: 

Table 1 
TGM with automatic calibration: correction performance in non-anechoic test sites.  

Vivaldi antenna Spline-based monopole  

f0.eval [GHz] 3 4 Average  f0.eval [GHz] 4 7 Average 

TS1
# eR.1

$ [dB] –14.10 –13.01 –13.56 TS1
# eR.1

$ [dB] –9.40 –13.43 –11.42 
eR.2

$ [dB] –24.16 –19.71 –21.94 eR.2
$ [dB] –31.96 –30.50 –31.23 

TS2
# eR.1

$ [dB] –12.30 –10.34 –11.32 TS2
# eR.1

$ [dB] –11.92 –11.08 –11.50 
eR.2

$ [dB] –26.98 –21.89 –24.43 eR.2
$ [dB] –35.11 –36.49 –35.80  

# TS1 and TS2 refer to the first and second test site (cf. Fig. 2); 
$ eR.1 and eR.2 denote RMSE obtained w.r.t. AC-measurements before and after TGM correction. 

Table 2 
Benchmark of the proposed framework against the state-of-the-art methods.  

Method Vivaldi antenna [12] Monopole antenna [13] 

B [GHz] tn1 [ns] tn2 [ns] eR [dB] Cost$ [min] B [GHz] tn1 [ns] tn2 [ns] eR [dB] Cost$ [min] 

(i)!  0.7 7.1  14.3  –15.7  40.8  0.7 7.1  14.3  –14.7  40.8 
(i)*  1.7 7.1  10.0  –20.2  40.9  1.7 7.1  10.0  –16.3  40.9 
(ii)&  1.5 0  15.6  –16.5  40.9  4.5 0  7.6  –8.90  41.7 
(ii)#  1.5 0  8.8  –20.9  10.9  4.5 0  8.3  –19.2  41.7 
Proposed  1.0 2.0  13.0  –23.1  10.7  3.0 6.3  8.7  –21.0  10.7  

! The reflected signal path measured as 4.15 m (reflection from the whiteboard; see Figs. 2 and 15). 
* The reflected signal path measured as 2.97 m (reflection from the ceiling lamps; see Figs. 2 and 15). 
& Parameter tn2 calculated as max(tang); see Section 3.3; 
# Parameter tn2 refined based on visual inspection of the impulse response; 
$ Expressed as the cost of gathering the data around the frequencies of interest with the assumed K. 

Fig. 21. TGM-corrected radiation pattern obtained for the spline-monopole 
antenna: (a) two measurements Rc.1 and Rc.2 performed around 15 min apart 
and (b) discrepancy between the characteristics. The results have been obtained 
in the second test site. 
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uc =

(
∑I

i=1
u2

i

)0.5

(9) 

Each of the components ui (i = 1, …, 5) has been calculated based on 
a series of five measurements (25 in total). It should be noted that the 
results of (i) are affected not only by the temporal dynamics of the 
propagation environment, but also temperature changes, uncertainties 
resulting from rotation of RF joints, (already discussed) aliasing, or 
repeatability of antenna alignment [5]. The factors of (9) calculated for 
the considered example are 0.429 dB, 0.028 dB, 0.006 dB, 0.011 dB, and 
0.232 dB for (i) to (v), respectively, whereas the combined uncertainty 
amounts to 0.489 dB. As expected based on previous considerations, 
changing propagation conditions have the greatest contribution to the uc 
coefficient. Moreover, a relatively large uncertainty of (v) stems from 
the nature of the experiment, which involved measurements using both 
the straightened cable and a tight loop around the cylinder with 1.5 cm 
radius. 

It should be reiterated that the main assumption behind the proposed 
TGM calibration algorithm is availability of the CS along with the ac
curate reference data (either in the form of the high-fidelity EM simu
lations, or AC measurements). The algorithm does not embed 
mechanisms for assessing accuracy of the existing calibration data. 
However, identification of a very narrow interval or poor quality of the 
radiation patterns obtained for the CS—in a frequency band that is not 
heavily obstructed by other systems—might suggest insufficient fidelity 
of the reference information. To confirm/contradict the latter, one can 
re-set the algorithm with the increased number of calibration fre
quencies which allows for determination of less aggressive intervals. 
Lack of performance improvement in such a scenario would be a clear 
indication of inaccurate reference data. 

Regardless of the above-discussed shortcomings, the presented 
framework supports straightforward and streamlined correction of 
measurements performed in unshielded, non-anechoic environments. In 
contrary to the state-of-the-art methods, it does not involve manual or 
semi-manual adjustment of the TGM interval bounds. It should be 
emphasized that, to the best knowledge of the authors, the problem 
concerning accurate TGM-enhanced measurements of electrically small 
antennas has not been considered in the literature. Furthermore, the 
experimental results indicate that resemblance between the refined 
measurements conducted in two different test sites is acceptable 
(bearing the propagation conditions). The proposed approach seem to 
be of particular interest for applications where the ability to perform 
low-cost (in terms of the required facilities and time expenditure) and 
rapid (including deployment the equipment) measurements of 

prototype microwave antennas is deemed important. 

5. Conclusions 

In this work, a framework for accurate radiation pattern measure
ments in non-anechoic environments with automatic identification of 
TGM interval bounds has been proposed. The method involves mea
surement of the so-called calibration structure (for which accurate AC- 
based data, or high-fidelity EM simulations are known) followed by 
heuristic-based optimization of the time-gating window interval. The 
tuning process is oriented towards a curve fitting of the on-site mea
surements to the reference responses. The presented technique has been 
validated using four electrically small radiators and benchmarked 
against TGM-based methods from the literature. Usefulness of the pro
posed framework for automatic calibration of different test sites, as well 
as analyses of the effects of external noise and the aliasing (resulting 
from utilization of relatively small number of frequency points for 
measurements correction) on correction performance have also been 
performed and further enhanced by studies concerning measurements 
uncertainty. The obtained results indicate that the proposed approach 
not only streamline configuration of the test sites for non-anechoic 
measurements, but also generates acceptably accurate radiation pat
terns at a low cost (expressed in the time required to gather data 
necessary for TGM-based post-processing). Furthermore, it has been 
demonstrated that for a given setup (e.g., test site, or particular locali
zation of the equipment), the calibration data obtained for one antenna 
can be re-used to correct responses of other radiators with comparable 
aperture sizes. 

Future work will focus on more detailed quantization of the external 
noise effects on the accuracy of TGM-based measurements, as well as 
improving reliability of the approach in the presence of (relatively) high 
amplitude noise. Feasibility studies concerning development of self- 
calibration mechanisms that do not rely on the reference measure
ments/EM simulations for determination of TGM interval bounds will 
also be performed. Self-calibration is considered important for intro
duction of hybrid methods that would combine time-domain measure
ments with alternative techniques in order to further increase reliability 
and fidelity of measurements in non-anechoic test sites. 
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Fig. 22. Spline-monopole: impulse response errors obtained in the second test 
site at ϕa = 0◦ that result from: (a) dynamically changing external noise and (b) 
aliasing. The plots are obtained from a set of three measurements performed 
using 201, 401, and 801 points (B = 3 GHz). The parameter ΔN1 represents the 
change of the normalized impulse responses from the 1st and 2nd (reduced to 
201 points) measurement, whereas ΔA1 denotes difference between the 2nd 
response represented using K = 401 and K = 201 points; ΔN2 and ΔA2 are 
extracted in the same manner. 
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