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Complex physical systems contain information which, under some well-defined processes can differentiate
between local and nonlocal information. Both these fundamental aspects of information are deéiregbn-
ally. Local information is locally accessible and allows one to perform processes, such as physical work, while
nonlocal information allows one to perform processes such as teleportation. It is shown that these two kinds of
information arecomplementaryn the sense that two parties can either gain access to the nonlocal information
or to the local information but not both. This complementarity has a form similar to that expressed by entropic
uncertainty relations. For pure states, the entanglement plays the role of Planck’s constant. We also find another
class of complementarity relations which applies to operators and is induced when two parties can only
perform local operations and communicate clasgic@CC). In particular, observables such as the parity and
phase of two qubits commute but under LOCC, they are complementary observables. It is also found this
complementarity is pure in the sense that it can be “decoupled” from the uncertainty principle. It is suggested
that these complementarities represent an essential extension of Bohr’s complementarity to ¢disipilex
uted systems which are entangled.
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[. INTRODUCTION of quantum systems which can somehow be incorporated
into the principle of complementarity? Indeed, there is hope
The problem of mutually exclusive aspects of quantumthat the fusion of information theory and quantum formalism
phenomena appeared together with the birth of quantum mavill offer a more understandable description of nati6¢
chanics. Pauli, in his letter to Heisenberg in December 1926, In quantum information theory, one can view information
wrote: “One may view the world with the-eye and one as ha}ving a cgntral rol_e akin.to guantities such as energy in
may view it with theg-eye but if one opens both eyes simul- classical phy5|c$7]_. Given this central role, one therefore
taneously then one get crazy.” Soon after, Heisenberg dig¥onders whether information obeys complementarity prin-

covered the uncertainty principle for momentum and positiorfiP1eS like other physical observables. Indeed, we will see

[1]. The next year, Bohr introduced the concept of comple-that this is the case. This further supports a view that infor-

mentarity [2], which by 1935 acquired its final forrfg]. mation plays a fundamental role in quantum mechanics and

According to Bohr, there are different aspects of complemen.prOVideS an underlying structure. This is perhaps interesting

tarity in quantum mechanics. In particular, observables, such light of the fact that long before the discovery of quantum
ying NP ' ' communication8,9], entropic uncertainty relatiof40-16

as the position and momentum of the particle, arg which are generalizations of the Heisenberg and Robertson
complementary—an accurate measurement of MOMENtUR 7 inaqualities had already been introduced. Even in 1987,
will make a subsequent measurement of position yield ranz generic information paradigmvas proposed, according to
dom results—the position information is destroyed duringyhich the information is a fundamental concept in the de-
the momentum measurement. This complementarity betwe%ription of physical reality18—20. An operationaldefini-
incompatib|e Observables was inhel’enﬂy Connected W|th thﬁon of information carried by physica| Systems has also been
uncertainty principléfor deeper analysis of these notions seeintroduced[21-23.
Ref. [4]). It is with the goal of incorporating information into our
However, for Bohr, the term “complementarity” meant description of physical systems that we investigate the
something more. Quoting Bohr, “the impossibility of com- complementary relationships that are induced when one con-
bining phenomena observed under different experimental asiders distributed systems jointly held by two parties. We
rangements into a single classical picture implies that suckarlier suggested complementarity between “classickl”
apparently contradictory phenomena must be regarded a=l) information and “quantum’{nonloca) information con-
complementary in the sense that taken together, they exhaustined in quantum statg¢g1]. In this paper, we explore two
all well defined knowledge about the atomic objecfs?. types of complementarity within the context of quantum in-
It is not quite clear what the phrase “taken together, theyformation theory. The first type leads us to the following
exhaust all well-defined knowledge” means in the context ofcomplementarity principle: complex quantum systems carry
distributed systems which involve entanglement as a physinformation, which under well-defined mutually exclusive
cal resource. Does entanglement constitute a physical featupgocesses manifests itself as local information or as nonlocal
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information. The second type applies to operators and is inef pure qubits which can be obtained from a state, by use of
duced when two parties can only perform local operationsSchumacher compressiga5s] (cf. Ref.[26]). Moreover, it
and communicate classical(zOCC). was showr{22,23 to be theuniqguemeasure of information

In Sec. Il we will first demonstrate how to divide infor- under some natural assumptions in the asymptotic regime.
mation into local and nonlocal parts. The method we usélhis information can be divided into local information con-
comes from operational considerations. Local information igentsl a=na—S(pa), lg=ng— S(pg), and mutual informa-
locally accessible and can be measured by how many puttion |, =S(pa) +S(pg) —S(pag) SO that
separable bits can be obtained from a state, while one can
obtain nonlocal information by distilling singlets from the [=Iatlpg+ly. 2
state. In Sec. lll we show that the two types of information ) , ) i
are complementary. One finds that one can exploit the nonl "€ typically, mutual informatiothy, is used as a measure of
local information to perform teleportation but then the ability the total correlations betweep, and pg. It tells us how
to use the local information to perform physical work is Much information the two systems have in common.
completely destroyed. Or, one can obtain local information !N classical information theory27], a classical system
but then the ability to perform teleportation is completely [28] pci has a mutual information, which is always smaller
destroyed. The process of obtaining and using either erfh@n the total Shannon entropy of the state:
tanglement or pure local states is irreversible, and using one Lu(pe)<H(pe)) 3)
resource destroys the possibility of obtaining the other. This MUPel)=H{Pel)-

irreversibility is crucial in leading to our complementarity This means that the correlations are always accompanied by
relations. If one distills the state to local form, then one will 5 |5ck of information about the total system: only mixed
no longer be able to teleport. If one uses nonlocal states teiates can have nonzero correlations. Also, for two classical

perform a task, such as teleportation, then purity is necessagystems composed of bits, the correlations cannot exceed
ily destroyed and one can no longer obtain pure local stateg,o.

We will show that this complementarity can be expressed as g quantum system there is no restriction like Eg).

an information-theoretic bound which has the same form asperefore, pure states can contain correlations and the mu-
an entropic uncertainty relation. For pure states, the boung,5| information can be twice as much as in the classical
has the feature that the entanglement plays the role qf;ce For a general qubit state we have

Planck’s constant .

In Sec. IV we introduce a complementarity principle in- Im(pgu)=<n. (4)
volving individual measurements. For example, if one has
two qubits, one can measure the parity and phase. Howevefhus, two qubits can share two bits of mutual information, as
when each of the two parties hold one of the qubits in distantn the case of a maximally entangled state such as the singlet
labs, they find that all parity and phase measurements will be
complementary. They can measure the parity of the state or 1
the phase of the state, but not both. To quantify this, we ¥ :E(|Ol>_|10>)- ©)
introduce the idea of a LOCC complementarity inequality.
We also argue that two observables can be complementafshere s a basic question: For the singlet, what is the mean-
without being uncertain, demonstrating that the two conceptgg of the fact that the amount of mutual informatiortigs?
can be decoupled. In Sec. V we conclude by considering oupne possible answer comes from superdense cd8ih@y
complementarities in the context of Bohr's complementarityysing a singlet, one can communicate two bits of information
and we argue that the complementarity between local anghrough one qubif29]. It has also been argued that the ad-
nonlocal information can be viewed as an extension Ojitional correlations are related to negative conditional entro-
Bohr's complementarity to completdistributed systems.  pies[30]. We will propose a different answer to this funda-
Here, information becomes the central concept. Finally, we mental question. We will argue that 2 is not equal to 1L

raise some open questions. but rather it is equal teither1 or 1. In other words, the two
bits of mutual information can be divided into one bit of
[l. LOCAL AND NONLOCAL INFORMATION nonlocal information and one bit of local information, but

these two types of information are complementary—one can
retrieve the one bit of local information or the one bit of
nonlocal information, but not both. In general, as we will see
below, the correlations of a quantum state consist of two
complementarparts—one local and the other nonlocal. The
first attempt at quantifying quantum contents of correlations
|=n—S(pag), (1)  other than through entanglement is due to ZUy&K. Quan-
tifying classical correlations of a quantum state and the divi-
where S(p) is the von Neumann entropy of a state The  sion into classical and quantum correlations was proposed in
more we know about the state of a system, the lower is itfRef. [32]. An operational proposal of quantifying different
entropy and greater the informational content of the statetypes of correlations was first proposed in Hefl]. Another
The quantityl has an operational meaning. It is the numbermethod, using the entanglement of purification was given in

Consider a bipartite staje,g composed of qubits which
could be shared between two parties, Alice and Bx4. Let
pa andpg be the reduced density matrix for each party and
let ny, andng be the number of qubits that each party holds.

The total information encoded in the state is given by
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Ref.[33]. Here we will follow Ref.[21], where the division On the other hand, if Alice and Bob had access to a quan-
emerges from thermodynamical considerations. tum channelQC) rather than to the classical channel, they
The idea is to define information operationallyeeal in-  would be able to localize all the informatidiand draw all
formationcan be manipulated into a locally accessible form.the work from the staje The information they can obtain

In other words, it is the information that can be localized byunder these operatiofsOQC) is just
the two parties Alice and Bob and used to perform classical
tasks. For example, as discussed in R21], it can be used lLogc=1=n—S(pap) 9
?zﬁ;:gag;;gé[g% f)lrc ?fl ovrv%rtlj(afr:?ur?nas':gf éa ;ah\?:rt] kl)\laetz’mu;r']?]g asince Alice can just send her. part of .the state to Bob_, who
enging[35]. Information that is locally accessible is equal to can.then perform Ipcal operations on it to draw all the infor-
the maximum amount of work which can be drawn from amatlon. The quantity
local heat bath by Alice and Bob under LOCC in unitkaf, A=l 00c— (10)
whereT is the temperature of the bath akds Boltzmann’s
constant. We will henceforth skff=1 so that the amount of then tells us how much more information can be obtained
work drawn is measured in bits. One can think of the localwhen the channel is changed from a classical channel to a
information as the maximum amount of pure separable stateguantum channel. It is thguantum deficit
which can be extracted from a state. We will therefore talk of It is easy to verify that the classical defidit. plus the
extracting local information from a state, with the under- quantum deficitA are equal to the total amount of correla-
standing that it could refer to extracting physical work fromtions contained in the state. I.e.,
the information encoded in the state, or extracting a number
of pure separable states. It should be mentioned here that this Iw=A+A. (11)
definition of local information is independent of the interpre- )
tation of quantum mechanics one ug@€penhagen, Many Remarkably, for pure states, it was found that Ep, where
Worlds, Bohmian, etg. Epis Fhe amount of dlst|llat_)le entanglement contained in the
On the other handhonlocal informationis defined to be State(i.e., the number of singlets per staigg that can be
the information which can be used to perform tasks whicHdrawn under LOCC from a large number of copiesp@)
have no classical counterpart such as teleportation an@ll. This was alsq conjectured to be true for sets of states
double-dense coding. One bit of nonlocal information can béUch as the “maximally correlated” state of R¢B7]. In
used to teleport one qubit. One can think of teleportatioreneral, the quantum defick can be due to entanglement,
(sending qubitsas analogous to a form of quantum logical @S in the case of pure states, bu_t it also appears t_hat separable
work [7]. It implies anoperationalway of understanding States can have a nonzefg as in the case of mixtures of
local and nonlocal information. Of course, one could alsostates which are separable, but indistinguishf®. States,
simply understand the two quantities as being the number gfuch as Werner stat¢89], are believed to hava>Ep.
pure local states versus the number of maximally entangleffowever, it is not yet clear whethex>Ep, in the case of
states. collective operations on many copies.
Let us first look at that case where Alice and Bob are only Under LOCC,|, is the amount of local information that
allowed to perform local operation¢O). In this case, the can be extracted from stafeand used to perform physical

amount of informatior ; they can obtain is work. Ep has the interpretation of the maximal amount of
useful nonlocal information which can be extracted from
lLo=Na—S(pa)+Ng—S(pg)=Ipa+lg. (6) statepag. Each bit of nonlocal informatiorisingley can

then be used for such tasks as the teleportation of one qubit,
On the other hand, if we allow Alice and Bob to perform any or super-dense coding. Here, we will take quantum work to
LO and send qubits to each other through a classical channgiean teleportation of qubits but it is certainly not excluded
[36], then they will be able to obtain more information from that there are other forms of quantum w#0.
the state by exploiting correlations. Alice and Bob can then  Generally, Eq(10) divides the total informational content
transform statep,g into another statep,z such that the into a local partl; which is locally accessible anl which
amount of local information is maximized. The amount of represents quantum information destroyed by the communi-
obtainable local information is cation via classical channel:

li=1a(pa) +1a(pg)=n—S(pp) —S(pp); (7 I=1+A. (12

then, the difference Yet, in this paper we are interested in nonlocal partAof
which is Ep [41]. We will derive complementarity relations
Ac=l—l0 (8)  betweerEp andl, .

tells us t_he additional information that can be obtalned. if the Il COMPLEMENTARITY BETWEEN LOCAL AND

two parties are also able to perform chssmaI communication NONLOCAL INFORMATION

(CO). l.e., they have access to a classical channel. Since the

channel is classical, we will refer . as theclassical defi- We will now show that local information and nonlocal
cit. information are complementary—one can use the local infor-
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mation, or the nonlocal information, but not both. The use ofAgain, during the dephasing process, one bit of information
each type of information is an irreversible process and thés irreversibly transferred into the environment and is no
information is destroyed. Before discussing the general caségnger available.
it may be useful to first show how this complementarity prin-  (c) The measuring qubit can now be sent to Bob.
ciple plays out with a simple state such as the sin@gtin (d) Bob performs a&NOT using the measuring qubit as the
Sec. Il B we will show how this can be extended to othercontrol. His original qubit is now in the standard st&d.
states. It is expressed mathematically as a basic inequality. In (e) Bob sends the measuring qubit back to Alice.
Sec. Il C we will discuss this complementarity in more gen-  (f) Alice resets the measuring device by performing a
erality and show two different and useful ways that it can becNOT using her original bit as the control. Alice’s state is
expressed. Furthermore, for pure states, one can express thew maximally mixed, while Bob’s state is known. They
relationship in a particularly simple form, where the en-have obtained one bit of information. This information can
tanglement plays the role of Planck’s consténtin Sec. be used to extract one bit of physical work from a heat bath
[l D we show that these complementarities are of the samesing a Szilard heat engine.
form as the more familiar ones encountered in quantum me- This process, though optimal, only extracts one bit of lo-
chanics between conjugate observables such as position andl information, even though two bits of information could
momentum. Finally, in Sec. lll E we give an example of be extracted by someone who is not constrained by LOCC.
information extraction, which illustrates our complementar-However, the singlet also has one bit of nonlocal informa-
ity principle and shows that pure states can be thought of ason, which can be used to teleport a single qubit. In this
the counterpart to coherent statés., minimum uncertainty case, the ability to obtain local information will be lost. If
wave packets Alice wishes to teleport staté¢r,, using a singlet, the total
initial state is

A. An example Par ® Yng. (14)
Although the mutual information of the singlet is two bits,
initially, neither Alice nor Bob can obtain any information The final statgafter Alice resets her measuring deviée
since their local-density matrices are maximally mixed.
However, in Ref[21] we showed that one bit of information
can be obtained by the two parties. This can be done using 2'aa®¥s. (15
the following process, which was proven to be optimal.

Sinﬁgcfhzlngﬂgni??: Egsgilglt dhoev;/n th?tﬁ?zsécil é{%g?innelThus, the statéexcluding the teleported staig,) is now
' q b ‘naximally mixed, containing no local information. One

(AI|(_:e can take the dephasing to be in the computannamlght think that there could be some other, more sophisti-
basis) I.e., the channel causes the singlet to become the cla

sically correlated state: Tated protocol that allows one to teleport a qubit in such a
’ way that the final state will not be maximally mixed. How-
1 ever, this is not the case. All perfect fidelity teleportation
p= §(|01><10| +110)(01]). (13  schemes were considered by Werf@®], who showed that
essentially the standard teleportation protocol is unique.
We, therefore, see that for the singlet, there appears to be

This step is irreversible and one bit of information gets Iosta complementarity between teleportation and local
IS step . ; ; 9 information—one must choose which one to obtain, and one
[initially, the state had two bits of information and now, on

e .. . . .
can easily check via Eq) that it finally has one bit of bit of information gets destroyed. The example of the singlet

information]. This information is now locally held by Bob leads to the following general procedure and result,
and by performing a cnd42], he will hold one qubit in a o _
pure state(the other is maximally mixed They have thus B. The basic inequality

extracted one bit of local informatiofi.e., one local qubjt  For a given state, one can use a particular process to distill
Alice and Bob can also use measurements to distill one bigjnglets(nonlocal information For this process, the amount
of local information. One of course must include the state ofpf singlets need not be optiméle., can be less thafp).
the measuring device in the calculation. The procedure is a§jmjlarly, the classical correlations can be exploited to obtain
follows. local information under a process which need not be optimal
(a) Alice uses a measuring device represented by a qubj§ e can be less thah). After distilling singlets from a
prepared in the standard sta@ [43]. She performs @NOT  state, one can then use the rest of the state to gain local
[42] using her original state as the control qubit and thejnformation and vice versa. More generally, consider state
measuring qubit as the target. _ p®" and proces®, according to which one extraatd, bits
(b) The measurement qubit is now in the same state as hejt |ocal information and teleports some amount of qubits

original bit and can be dephasdde., decoheredin the o |t turns out that each such proceBssatisfies the fol-
|0),|1) basis so that the information is purely “classical” lowing inequality:

(dephasing simply brings the off-diagonal elements of the
density matrix to zero, destroying all quantum cohergnce Qp(P)+1(P)=I,, (16)
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where nowQp andl, denote number of qubits and bits per form usually associated with uncertainty relations. We will
input pair, respectively. therefore re-express our bound in two different ways. First,
We know from quantum channel theop$4] that Qp is  we will rewrite it as an informational bound, where the right-
equivalent to the number of singlet&{=Qp) that must be  hand side is a constant, as opposed to something which de-
used to transmit qubits faithfully. Then, the above inequalitypends on the state. We will also re-express it as a bound on
implies that the amount of local informatidpplus nonlocal  entropies. In this case, the right-hand side is related to the
informationEp, which can be drawn from stage’" in the  entanglement of a state. Both these bounds have a form like
asymptotic limit under any procesB, cannot exceed the those associated with complementary observables.
optimal amount of local information that can be drawn under | gt s first reexpress E(L6) so that the right-hand side is

LOCC. independent of the particular state chosen. To do this, we

To rs],ere]: thiﬁ, vge wi(ljl dfemonst_rate tlhatdif tEere ri]S & Procesyrite it in terms of the local information which is extractable
P such that the bound of E{L6) is violated, then there must ¢, correlationgas opposed to the local informational con-

:;‘T:it ﬁt Fgfff;sg;c;Tato\?vflter]ine?ﬁglg Ltjfn g:l) grrr?c\)/\lij at gig?ter ten. Defining the information which can be extracted from
u ICal w pu n correlations ad ¢o(P,pas)=1/(P.pag) — Lo, We can sub-

cessP' is as follows: we first apply procesB to draw an . :
amountl,(P) of nonlocal informatiorpure separable stajes tractl o from both sides of Eq(16) and use Eq(8) to give

and Ep(P) of singlets from stat we don’t perform <

telepotr)t(ati)ons yetg Pas ( P En(P,pas) t1col(Pipas) <Ac. 7
Alice and BOb can then Obtain more |Oca| information by Under some assumptions in Rézl], we have proved that

converting theEp () singlets intoEp(P) pure separable |, <n-s,, X=A,B. We believe that this is true in general.

states uim'g t?e; _or;)tlmal ;I)rocledure cietscrlLtJ)e_d a?k?ve to CORjnce A.=n—Ss—Sg—1,, we then would obtainA,

vert each singlet into one local pure state. Using this process, ; -

Alice and Bob can draw,(P) +Ep(P) bits of local infor- SEMINS,, Sp)<N/2, so that Eq(17) would take the form

mation from stat . Sincel, is the optimal amount of <

information, the bqgﬁﬁd given tl)y EqL6) fgllows. Eo(P.pas) +lcol( P.pap)=<ni2. (18
Equation(16) shows that there is made offbetween two  This bound is the tightest bound one can have, which is state

different processes: if we define gdal as having one bit of independent, as it is saturated by maximally entangled states,

local information on either site and goai) as sending one since for two qubit states we haveEp(P,pagp)

bit of nonlocal information from one site to another, then 4| __ (P, p,p)<1.

only one of the goals can be reached. This represents the we can also reexpress the complementarity relation in

trade off. However, there is more going on here than a tradgarms of entropies, which will also be useful in relating our

off. Namely, reachindi) irreversibly destroyshe possibility  complementarity to the ones usually encountered in quantum

of access tdii). This is what corresponds tomplementar-  mechanics. We, therefore, rewrite Ed6) in the following
ity. All this can be seen easily in the scenario before thggrm:

teleportation process: Alice and Bob share a singlet and Alice
has an unknown qubit. The latter does not change the bal- Hiocc(P)+Hg(P)=n+E;—1, (19
ance because as an additional resource, it must be counted in
both the input and the output. Then, to achi¢ijewe can WhereH occ(P) is defined, in analogy with Eq1), through
only spend the singlet which can finally lead to one classical
bit according to the result of Reff21]. This destroysall the lLocc(P)=n—Hiocc(P). (20)
guantum correlations and consequently, the possibility t
reach goalii). If, on the other hand, Alice and Bob decide to
teleport, then goalii) is reached, but finally Alice’s state is
completely mixedBob’s qubit is in anunknownpure qubit
that does not enter the balanceo local information has
been irreversibly destroyed to enable us to obfgin
It is worthwhile to compare Eq16) with Eq. (12) since
in a number of caseR21], A=Ey. In this case, Eq(12)
gives Ep+1,<I. One can see that the optimal amount of
distillable nonlocal information plus the amount of distillable
local information is in general much greater than the amount
that is actually extracteq becayse of 'ghe complementanty be- Ep(P)=E;—Hg(P). (21)
tween the two. There is an irreversible process which de-
stroys our ability to obtain one kind of information, if the |nstead ofn which is the number of qubits needed to create
other kind is obtained. state ppg, one ought to defineHg(P) with respect to
E;—the number of singlets needed to create the state under
LOCC (called the entanglement of formatjoihe definition
of Hg(P) simply reflects the fact that not all the entangle-
Although Eg.(16) essentially expresses the complemen-ment can be distilled to perform teleportations—there is
tarity between local and nonlocal information, it is not in a “bound entanglement47]. Here, since the process is not

(buantityHLocc(P) can be thought of as the Shannon en-
tropy, as Alice and Bob would perceive it during the local
information localizing procedur@45]. In fact, it has been
advocated 46] that entropy should always be defined with
respect to one’s measuring apparatus and how they can be
used. For example, the coarse-grained entropy is defined
with respect to detectors that can only probe with a finite
resolution. Here, the measuring devices of Alice and Bob are
restricted to LOCC operations.

Also in analogy with Eq(1), Hg(P) is defined through

C. Complementarity between local and nonlocal information
expressed in terms of entropies
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necessarily optimalHg(P) can be less than the bound en- measurements in that basis. The entropic uncertainty bound,
tanglement. The relationship between bound entanglemeitferefore, expresses the trade off between the spread of mea-
and entropy(or hea} was discussed in Ref48]. surement results in one bag&s given by the Shannon en-
Our definitions help elucidate the strong parallels betweettropy in that basis versus the spread of measurements in
entanglement and local information.separable pure states another basis. We, therefore, see that our complementarity
enable one to perfornm bits of physical work, whileE; principle is closely related to the more familiar one encoun-
singlets allow one to perforrE; bits of quantum work such tered in quantum mechanics. .
as teleportation. To create a statgz, Alice and Bob will For position and momentum, the Partovi bound takes the
also need to use pure separable states but they will also form
needE;s singlets. The entropifl, occ(P) prevents Alice and
Bob from extracting the fulln bits of local information, Hy(¢)+Hp()=2In[2/(1+ oxopl2wh)]  (27)

while the bound entanglemeittg(P) prevents them from o small values ofsxSpl2mh, where 8x and &p are the

extracting the fullg; bits of nonlocal information. _ resolution of the detectofi.e., phase space is divided into
The information-theoretic version of our complementantycens)_

relation takes_ a particularly simple form for pure states. For Comparing this to E¢22), we see that for pure states, the
pure states, it was shown {21] thatl;=n—Ep=n—E;.  entanglement plays a role analogous to Planck’s congtant
We therefore have The difference of course is thatis a constant that is inde-
pendent of the state. In our case, fixing the amount of en-

H occ(P,¢) +Hg(P, ) =2Ep(¥). (22) tanglement in the allowable states is equivalent to fixing
and the detector resolution. The right-hand side only depends
D. Informational complementarity compared with entropic on the amount of entanglement of the state and not on any
uncertainty relations other properties. It is the addition of entanglement into the

Although the relations given above may seem unfamiliarSystem, which acts liké and creates this complementarity.
they actually have a logical structure similar to the usual ©ur informational complementarity principle, expressed
complementarity principle between noncommuting observbY Ed. (18), does have the appealing feature that the right-
ables such ag andp. hand side is completely independent of the state. It has the

The reason that Eqé16), (19), and(22) do not immedi- form of the informational bound. depved by H4IL5] for
ately strike one as being like the usual complementarity recomplementary observables, which is given by
lationship, is because we are used to seeing them written like Lo 4 1<<log d 29)

a Heisenberg uncertainty principle, such as mTIN=1092 0,

AxAp=1#, (23) wherely; andl gives the amount of information okgtamable
from a measurement of complementary observableand
or for general operatorsl, N, the Robertson inequalify17] M, andd is the dimension of the Hilbert space. The similar-
ity between this equation and E(@.8) is striking.
AMAN=(y[M,N]¢). (24
E. Example: Drawing local and nonlocal information

However, it is now recognized that these inequalities can be
from pure states

better expressed as relationships between entropies. This ap-
proach to the uncertainty principle was begun by Biatynicki- We will now consider a protocdP on pure state, where
Birula and Mycielski[10] and later advocated by Deutsch both local and nonlocal information is extracted optimally. It
[11], who was dissatisfied with the fact that the bound on thewill be used to show the balance between local and nonlocal
right-hand side of Eq(24) is not a constant but instead, information. We will also see that pure states can be thought
depends on the state. His bound was improved by Partof as being analogous to coherent states.

[12], Kraus[13], and Maassen and Uffinkl4]. The latter Essentially, the procedure is that Alice will perform a
bound can be written as measurement which determines how much entanglement is
available. Depending on the result of the measurement, the
H () +Hi(¢)=—2 In(sug(m[n)|), (25  parties can choose whether they want to extract nonlocal

R R information or local information. For example, they may
wherem andn are the eigenstates of two operatbfsandN, choose to extract nonlocal information when they find a lot
and entropiesdy, and Hy of statey are the usual Shannon of entanglementi.e., more than the average optimal amount
entropies defined, for example, by Ep) and extract local information when there is a small
amount of entanglemerisince in this case, they can extract
more local information than the optimal amou}.

The scenario is similar to the concentration of entangle-
ment scheme of Ref49]. Alice and Bob shara pairs of a
That an uncertainty principle can be written in such a formpure stateg,g=al00)+b|11). Alice performs a measure-
makes intuitive sense because having a larger Shannon ement withn+1 outcomes. As a result, Alice and Bob share a
tropy in a certain basis corresponds to a larger uncertainty imaximally entangled state with Schmidt radk= () with

Hmw:—; [(m[ )] In[{m] )2, (26)
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probability p,=(p)a%b2("~K, k=0,...n. The singlet is Since the bound is saturated and Alice and Bob may ob-

“diluted” into all 2n qubits. However, it is not a maximally tain any amount of eithdr(7) or Ep(P) (up to their maxi-

entangled state of thosen2jubits, so that it can be swapped mal valug, we can therefore think of pure states as being

into a smaller number Id, of qubit pairs. Then, the remain- analogous to coherent states, i.e., minimally uncertain states.

ing pairs will be in product states. Maximally entangled states are also the only ones which also
Each procesp—{py,px}, after which informationl, is  saturate the constant bound of Ef8).

extracted fromp, with probability p,, providesl,=X,pl«

—H({p}) of information. The Shannon entrogy({p}) of v COMPLEMENTARITY OF OBSERVABLES INDUCED

distribution {p,} equals the cost of erasure of information, BY LOCC

which allows Alice and Bob to work with an ensemble of ) . )

pi’s [50]. Thus, in our example, Alice and Bob have to put _ In the preceding sections, we introduced a complementa-

lo,=H({p}) of erasure to pay for the next part of the scheme'ity pr!nuple between local and nonlocal information. Phy§|-

in which they draw thes,p,l, amount of information. cally, it referred to general processes, rather than any particu-
In our protocol, Alice and Bob will decide whether to lar implementation. It would therefore be useful to see if

extract entanglement or local information based on the resuff€re is a complementarity principle which just refers to gen-

of Alice’s measuremernti.e., what value ok she measurés eral measurements or operations. Indeed, we will find that

They divide the outcomes d¢into two setsK, andK . when the implementation of a measurement is restricted to
If they obtain outcomekeK,, they (i) concentrate the LOCC, it induces a type set of complementarities. One can
diluted singlet, obtaining on average generalize this further and consider complementarities when

one is restricted to other classes of operations.
In Sec. IV A we will demonstrate that the parity and phase
ED(P)ZK; P log; dy (290 operator, which normally commute in quantum mechanics,
a no longer commute under LOCC. In Sec. IV B we will look
s, at measurements that distinguish between the orthogonal

singlets;(ii) draw local information from the rest of qubit
states of Ref[38].

obtaining, on an average,

L (P) 2 (2n—2 log, dy) 30 A. The parity and phase observable
[ = Pklen—210G; dy). :
! KeRq Consider two observables, = oM@ o® ands,=o{®
_ _ _  ©d®, whereo, and o, are the usual Pauli spin matrices
If instead, they obtained the outcomes wkteK, , they (iii)  and the superscript refers to which subsystem it acts upon.
draw local information directly from the state with the aver- They commute:

age result
[24.2%,]=0, (39
I|2(P)=k;<| Px(2n—log, dy). (3D and their eigenbasis is the Bell basis
Summing up all the information drawn from the system, Y= =10)=|10),
we have
®==|00)=|11). (35
[(P)=Ep(P)+1; (P)+1,(P)~ler, (32
3., measures the parity bit and will therefore, distinguish
which gives between theys and @ eigenstates, whil&, measures the
phase bit and will distinguish between the eigenstates that
n have a+ as the relative phase ora. E.g., if one finds
|(7’):2n—k20 Pk 10g, dy—H(p). (33  3,=0 and3,=0, then we have a singlet.

However, if Alice and Bob are restricted to LOCC opera-

~ tions and want to measure such observables on their shared
Passing to intensive quantities=1(P)/n is asymptotically  system, it is impossible. Indeed, to measiirg, Alice and
equal to the maximum possible amount of local informationBob must separate|y measurg, while to measuréz they
per pair, which can be obtained starting Withag){#asl",  have to measure separatety. Clearly, sinces, does not
namely,i ~2—S,, whereS, is the entropy of reduction of commute witho,, they cannot measure both the parity and
Yag. Indeed, the last term in E433) is of order of Inn, so  the phase. One might suspect that there could exist some
that its contribution vanishes in the asymptotic limit. Thus,complicated LOCC protocol that measures them jointly,
the complementarity inequalit{16) is saturated. It follows somehow avoiding measuring directly local honcommuting
that for pure states, it is possible to obtain partially quantunpbservables. Later, we will show by a simple argument that
and partially local information without any loss. However, this is impossible in general by any LOCC operation. How-
for mixed states, it is rather unlikely that an optimal protocolever, here we would like to grasp the rough idea of the dif-
which saturates the inequality would exist. ference between the global and LOCC measurement.
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To this end, note that in the distant labs case, Alice andreate one bit of entanglemeiil]. Since one cannot create
Bob measure too much. Indeed, measuingylobally gives  entanglement under LOCC, one must use up at least one bit
one bit of information(phase bit because®, has only two of entanglement to make the measurement. It is therefore
eigenvalues. In contrast, measuring the phase lodhlfy rather interesting that if we act the commutator of E2B)
having Alice and Bob measure, on their subsystejnthe on a separable state then we can get an entangled state,
two parties will acquire two bits of information. Thus, in which is maximally entangled fox=1.
local measurements, the measurement is nondegenerateFinally, it is worth asking whether one can find other ex-
while X, and2,, are degenerate. In fact, a local determina-amples for 22 systems. In other words, are there other
tion of parity and phasmustacquire two bits of information. observables that commute globally but do not commute un-

We can simulate a global measurement of parity or phasder LOCC. It appears that the number of examples is very

by using the local operators limited. For pairs of product observables of the forn
®B, there is(up to local unitary transformatiop®nly one
359¢C= 0+ a0, (36)  other pair of operators which commute globally, namely,
ELOCC ar.ldEIZ_OCC
LOCC_ _(A B X '
2y —0§< )+axU§< ), (37) The proof of this result is contained in the Appendix to

where parameters act to break the degeneracy in o eratorsthis paper. For now, we simply state the result
P 9 y P Proposition If for some products of two qubit observ-

Eﬁaigdn%|}):h§rn’c:r1]ensqﬁt£cal measurements of parity andables[A@ B,C®D]=0 then up to unitary product transfor-
P 9 ' mationU,® U, and constant factor, one has

ELOCC’ELOCC =—j O'(A)+ O'(B) , 38 ~
[25°°¢. 3= ~i(0yV + aoy?) (38) A=B=0,, (39)
where we have redefined constaats Thus, this measure- R
ment of parity and phase cannot be jointly measured under C=D=oy. (40

LOCC.

Here, we have only given one possible local realization of
the parity and phase measurement. It therefore may be pos- . i
sible that one can find a clever procedure, perhaps involving N Ref.[38], a set of nine states which are orthogonal and
positive operator valued measurROVM's), such that the separable were presented. It was then proven, that although
parity and phase measurements commute. This, howevdfiey are orthogonal, they cannot be distinguished under
cannot be the case. LOCC. These state®ften referred to as “sausage statps”

Let us imagine that there exists |0ca| imp'ementations o"therefore eXh|b|t a fOI’.m'Of npnlocality WIthOUt entanglement.
3, and 3, which are jointly measurablé.e., commutg ~ One can however distinguish be_:tween some of the states.
Then, we would be able to use these locally implementablé-here are therefore operato_rs which can be constructed using
operators to distinguish between the four Bell states. This ishe sausage states as basis states. As an example, we will
however, impossible, as shown in RE§1]. Naively, this is ~ construct two suqh operators, which although they commute
because if one could distinguish between the Bell states, the#iobally, and are implementable locally, do not commute un-
one can produce entanglement from the identity statéch ~ der LOCC. _ . _
is separable This would contradict the fact that entangle- ~ The nine sausage states #using a different numbering
ment cannot be created under LOCC. In fact, the problem i§cheme from Ref38] for convenienck
more subtle. One could, in principle, be able to distinguish

B. Distinguishing separable states

the Bell states but in so doing, the entanglement could be A B
destroyed. Indeed, in the case of two entangled states, one = [0+1) [2)
can distinguish them by LOC({52]. For this case, the en- Y= |0—1) |2)
tanglement is necessarily destroyed during the measurement.

However, distinguishing between the four Bell states would Y3= |0) |0+1)
lead to entanglement creation under LOCE1]. We there- Y= |0) |0—1)

fore see that the parity and phase cannot be jointly measur- (41)

able. In fact, parity and phase must be complementary, since 5= [1+2) [0)

if one were able to measure the parity and get even partial o= [1-2) 10)
knowledge of the phase, then one would be able to create dr= |1) 1)
entanglement.

It is also interesting to ask how much entanglement is Ye= [2) 11+2)
needed in order to implement the parity and phase operators be= |2) |1-2).

in such a way that they commute. The answer is one bit of

entanglement. To see this, we note that one bit of entangle- Now we can construct an operat@r; which has as its
ment is clearly sufficient since Alice can use a singlet toeigenstates, the first seven states with seven different, non-
teleport her qubit to Bob, who can then measure the paritgero eigenvalues and remaining two eigenstates with zero
and phase. One bit of entanglement must also be necessaejgenvalues. We can also construct an oper@iowhich has
since measuring parity and phase under LOCC allows one t¢g and ¢4 as eigenstates with two different, nonzero eigen-
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values and remaining seven eigenstates with zero eigenveadnd therefore, do not capture the essence of complementarity.

ues. These operators clearly commute globally since all thEor a measurement, the eigenvalues are merely labels and the

; are orthogonal. However, under LOCC, they clearly can-complementarity relation should not depend on them. The

not commute. If they did, one could measu®dg and O, entropic inequalitieswhich we discussed in Sec. llI D are

simultaneously, and therefore, distinguish between all ninghus more appropriate. We will, therefore, quantify the extent

sausage states, in violation of the indistinguishability proofto which LOCC induces complementarity by use of such

given in Ref.[38]. inequalities. Recall the entropic uncertainty relation of Eq.
Now, O, can easily be implemented under LOCC. Bob (25):

can simply use projectorid +2) and|1—2) to implement

O,. These projectors distinguish betweggnandy. O, can Huw () +Hy()= =2 In(sug(m|n)}). (45)

also be implemented under LOCC, although some effort is ! . ,

needed. Consider, for example, an implementa@rwhich We can then define the LOCC entropic inequality as

instead, has the following orthogonal eigenbasis. [Hy () + Hy(4)] —min[Hy () +Hy ()]
M N LOCC™ M’ N’

A B =—-2In(sug(m’[n"}]),  (46)

Y= [0+1) [2) . . . .
where the minimum is taken over all LOCC implementations

b= [0-1) [2) N’ andM’ of operatorsN and M. For the parity and phase
W3= |0) |0+1) implementations of Eqs(36) and (37), the right-hand side
Ya=  |0) j0—1) gives 2 and is independent af (i.e., the eigenvalugs
(42) Such a definition is still not ideal, as the entropic inequali-

gs= [1+2) [0) ties suffer from a problem which also plagues the Robertson
Y= |1—2) |0) inequality. Namely, two observables which share a common
b= |1) 1) eigenvector will be said to “commute” even though they do

7 not commute on a subspace of the total Hilbert space. This is
b= 12) |2) an issue which is not particular to defining LOCC implemen-
Y= |2) |1). tations, but exists, in general, with both the ordinary commu-

tator and entropic inequalities. A solution exists, using a

The first seven eigenstates are identical to the eigenstat¥riation of the information theoretic bounds of Ré15]
of O, and s00} is an implementation 0®;. Furthermore, ~&nd we hope to address this point in the future.
0! can be implemented under LOCC using a sequence of Leavmg_such issues aside, the LO_CC inequality can also
von Neumann projection measurements, which was given ipe generalized to any class of operations. If we consider the

Ref. [38]. The detailed procedure is contained in Appendixset of all allowable operation& and a restricted subset of
B. theseRCA, then we can define a restricted inequality much

in the way we have done here.

There is, however, one key difference between the inter-
pretation of this inequality and the type of complementarity
we are familiar with. Usually, complementarity and uncer-
tainty are linked together. If two observables cannot both be
measured on the same statemplementarity, then one nec-

where we once again use the Pauli matrices, this time Writteﬁssarlly finds uncertainty. Namely, if one measures one ob-
in the |1), |2) basis, then we find that whilgO;,0,]=0 servable on half of an identically prepared ensemble and one
we have ' ' 12 ' measures the other observable on the other half of the en-

semble, then one necessarily finds a dispersion in the results
[Oi,Oé]z—i|2)<2|®a§B). (44) of the two measurements. One can now a_sk: does LOCC
complementarity imply the uncertainty principle? It seems

Unlike the case of the parity-phase commutator, this commuthat the answer iso. Recall that a singlet, for example, has
tator, operating on a separable state, cannot create entangfi&finite parity and phase. If Alice and Bob are given an en-
ment. This may be related to the fact that for parity and@mble of singlets and measure the phase on half the en-

phase, the eigenstates are entangled, whilcOfpand 0,,  Semble, they will always get the same resutt)( If they
the eigenstates are separable. measure the parity on the other half of the ensemble, then

also they will always get a definite resui). There is noth-

ing uncertain about what the outcome of a measurement of

parity or phase will be. However, if Alice and Bob are given
Although we have calculated the commutator for thean unknown statéerhaps a singlgthen their measurement

LOCC implementation of some observables, it would be deof phase will completely destroy their ability to determine

sirable to have a general expression for the LOCC commuwhat the parity is, and vice versa.

tator. However, the commutation relations have a disadvan- Thus, one may conclude that here, complementarity is

tage in that they also depend on the spectrum of eigenvaluedecoupled from uncertainty. The main reason would be that

The difficulty is that while eigenvectorg,—, commute
with O, the projectors ont@,, and ¢, do not. If we write
O; andO; as

0]=0;+|2)(2|2d{®, 0,=[2)(2|ed®, (43

C. LOCC complementarity inequalities
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the measurement does not prepare the system in the eigembove mutually exclusive process we can extract one bit of
state of the observable we are trying to measure. Usually, theonlocal informationor one bit of locally accessible infor-
von Neumann postulate holds—after a measurement, th@ation. They are complementary in a sense that “taken to-
state is in an eigenstate of the observable. Therefore, it wagether” they exhaust all well-defined mutual information of
hard to distinguish between complementarity and uncertaintyhe singlet, which amounts to two bits.

(see Ref[4]). _ In our approach, it is natural to view information as being

‘Note, however, that one can also phrase the uncertainty fundamental physical quantity. It is more convenient to
principle as meaning that one cannot prepare a state thglink of information unfettered from the subject whose
would have a definite value of both parity and phase. Nowyqyjedge is usually represented by the information. If one
one can observe some asymmetry in our argument: we alloaintains that the information encoded in quantum states
Alice and Bob to use only a restricted class of operationgenresents “states of beliefte.g., Ref[56] in relation to the
(LOCC), hence they cannot measure both phase and parityonenhagen interpretatiprthen describing operations, such
and complementarity emerges. Yet, we say uncertainty doegs or complementarity or teleportation or the workings of a
not emerge because uncertainty-free st(aee@_, the singlet guantum computer, becomes more uncomfortable.
can be prepared. However, to prepare a singlet, oné needs There js 4 natural interpretation of information within the
global unitary operationgor entanglement Thus, in this  generic information paradigntGIP) [18,19. This was intro-
case we allow for unrgstrlcted operations. Now, if we will duced for two basic reasondi) to overcome Bohr's
insist that the preparation of the state should «_also be dqne tyuantum—classical dichotomy afié) to provide an ontologi-
LOCC, then there will not exist a state that is uncertainty-¢a) pasis for guantum formalism. It implies, in particular, an
free and we will have uncertainty. Of course, the inequalitie§formational interpretation of the quantum states, according
expressing this uncertainty will be obeyed only by states tha, \yhich their information content isomorphicto informa-
can be prepared by LOCQ.e., by separable statese  ion carried by real partial information fields. It is the infor-
therefore have that for some states, one can decouple theation accessible, in principle, under well-defined physical
uncertainty principle from complementarity while for g ations. Then, the basic features “nonlocality” and “local-
LOCC-prepared states, the uncertainty principle and complég» of information encoded in quantum states reflects the
mentarity are linked. double (hylemorphig nature ofpartial fields which inher-
ently links two fundamental levels of realitjogical due to
potential fields of alternatives anghysicaldue to field of
activities (events.

The concept of complementarity was introduced by Bohr In addition to the complementarity between local and
before the discovery of quantum entanglement by Einsteimonlocal information, we also found a complementarity that
Podolsky, and Roseb3] and Schrdinger[54], which is at  gets induced between operators implemented under LOCC.
the root of quantum communication. In fact, Bohr’'s comple-For example, we have shown that the parity and phase op-
mentarity concerns mutually exclusive quantum phenomenarators which normally commute in quantum mechanics are
associated with a single system and observed under differeabmplementary under LOCC. We suggested using entropic
experimental arrangemen5]. One can argue that this does uncertainty relations to quantify the degree to which observ-
not exhaust all complementary aspects of quantum phenonables are LOCC complementary. Such a relation is given in
ena as we often deal with complex systems that involve enkqg. (46). How to interpret this quantity is an interesting open
tanglement. question. We further saw that this complementarity allows

As noted in the Introduction, for Bohr, complementary one to conceptually distinguish between the uncertainty prin-
observables “taken together” necessarily “exhausted allciple and complementarity. It was argued that there is a sense
well-defined knowledge” of the system. It is natural to sup-in which the two concepts become decoupled.
pose that the best defined “knowledgéhformation is the Itis also interesting that in order to implement both parity
one definedoperationally Then, information is necessarily and phase measurements in such a way that they commute,
either nonlocal or local. Having so defined the notions ofwe need one bit of entanglement. It therefore might be inter-
local and nonlocal information, we have found that they areesting to ask how much entanglement would be needed, such
complementary under apparently contradictory well-definedhat one can jointly measure two observables. Quantifying
processesti) extract local information to perform physical this “entanglement assisted commutator” might help answer
work, and(ii) extract nonlocal information to perform useful some of the questions raised here.
logical quantum workteleportation. This complementarity It also would be interesting to relate the complementarity
is mathematically expressed by Ed6) or (18). However, it principle between operators and between local and nonlocal
can be formulated in the spirit for Bohr’s principle as fol- information. The latter involves comparisons between two
lows: Complex quantum systems carry information that untypes of restricted operationdO and LOCQ, while the
der well-defined mutually exclusive processes manifests itcomplementarity principle between operators only involves
self as a local information or as nonlocal information. In thisLOCC. However, both seem to involve the notion of en-
sense, the above principle can be viewed as a consistent ebanglement. One possible direction is to note that the local
tension of Bohr complementarity to complédistributed information is believed to be equal to the right-hand side of
systems. the LOCC complementarity relation E@6) for the optimal

In particular, for the singlet state, it follows that under the complete set of LOCC implementable observalh&3.

V. DISCUSSION AND CONCLUSION
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In this paper, the part of nonlocal quantum information [A,C]l®BD=CA®[D,B]. (A3)
which was discussed was entanglement. However, the quan-
tum deficitA is also nonzero for unentangled statesleast Applying the lemma to the above, we get
for a finite number of copigs It would, therefore, be of
interest to also consider the case of date hidigj, where [A,C]=aCA, [D,B]=aBD. (A4)

Alice and Bob are essentially unable to obtain the local in- ] - .
formation encoded in a state. We believe this is related to the NOWw, for two qubits we puA=al+ao, B=bl+bo, C
complementarity discussed here. Indeed, it appears that thesecl +do, andD=dl+do. We then perform a simple cal-
notions of complementarity have many wide ranging appli-culation, taking into account the fact thdtecause of linear
cations. independence df o, o,, ando,) absence of on one side

Finally, the above results support the view that quantunimplies the same for the other side. This gives two equations:
states carry two complementary kinds of information, the

local information which is locally accessible and nonlocal a[ao,ba]=(aa+cc)o+iaxca,
information which can be used for such tasks as teleportation
(see, in this context, Ref7]). This complementarity lies at a[bo,do]=(bb+dd)o+ibxda. (A5)

the foundations of quantum mechanics more deeply than it

might seem. We believe that complementarity, in general, i€alculating the left-hand sid&HS) for both sides and using
a fundamental and intrinsic feature of information carried bythe linear independence of Pauli matrices, we finally get
physical systems which cannot be derived from any proba- L R

bilistic models. aat+cc+i(l—2a)axc=0,
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APPENDIX A: PROOF OF PROPOSITION 1 I S R . .
ables:A=ao, B=bo, C=do, andD=do. Putting them

Let us provide a simple lemma first. again into Eq(A4), we immediately get

Lemmalf X®Y=R® S for some operatorX,Y,R,S then
X=aR, Y=a 1S for some nonzero number. (§>< co)®(bdl +ibx 65)=(§5I +icxao)®(bxdo),

Proof of the above lemma is immediate. Without loss of (A7)
generality we can considet,Y to be of full rank and utilize o . o
their inversegotherwise they are pseudoinversgetting | which, for nonzeroaxc and bXd is satisfied iffac=bd
®1=X"'R®Y"!S. Comparing the eigenvectors of both =0. We can pua=b=z since we can always choose such a
sides of the latter formula giveg™'S=al, X"'R=a "', |ocal basis for Alice and Bob. We then hased=X (again

concluding the proof of the lemma.
Now we shall provide the simple proof of the following.
Proposition If for some products of two qubit observ-
ablesfA®B,C®D]=0 holds and one excludes trivial cases
(AC=0, BD=0 or[A,C]=[B,D]=0) then up to unitary  APPENDIX B: MEASUREMENT OF SEVEN SAUSAGE

product transformations ; @ U, and constant factor, one has STATES UNDER LOCC

using our choice of label for the direction orthogonaizjo
This concludes the proof of the Proposition.

Here we show how to implemei®; using aping-pong

A=B=o0y, (A1) process between Alice and Bob. Essentially, the procedure is:
R (b1) Bob first does a projection di2) and communicates
C=D=oy. (A2) his result to Alice.

(ad) If his result is positive, then Alice can project onto
Proof. By adding and subtracting ten@A®BD, it is  the three statef0+1), |0—1) which will distinguish be-
immediate that vanishing of the commutator from the Propotweeny; and,. However, if she finds neithef; or ¢,, she
sition is equivalent to will know that the state isfg, which is, in some sense,
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superfluous information which she would not get if she were (b2’) If her result was negative, Bob projects one
measuringO, globally. and|1) and communicates the result to Alice.

(al’) If Bob's first projection yielded a negative result, (a2 Alice can then make the final orthogonal projection,
then Alice, instead, projects onto th@) state and commu- either onto|1+2) and|1—2), or onto|1) and|2), depend-
nicates her result to Bob. ing on Bob’s result. This distinguishes betweég, g,

(b2) If her projection found stat¢0) then Bob projects and ¢, as desired, but it also singles out,, which is
onto |0+ 1) and |0—1), which distinguishes betwee#t,  again, surplus information which is not required to imple-
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