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that the rendezvous time can be reduced to ®(Topr) when the agents are allowed to
exchange ®(n) bits of information at the start of the rendezvous process. We then show
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of achieving rendezvous in time ® (Topr).
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1. Introduction

Solving computational tasks using teams of agents deployed in a network gives rise to many problems of coordinating
actions of multiple agents. Frequently, the communication capabilities of agents are extremely limited, and the exchange
of large amounts of information between agents is only possible while they are located at the same network node. In the
rendezvous problem, two identical mobile agents, initially located in two nodes of a network, move along links from node
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to node, with the goal of occupying the same node at the same time. Such a question has been studied in various models,
contexts and applications [1].

In this paper we focus our attention on heterogeneous agents in networks, where the time required by an agent to
traverse an edge of the network depends on the properties of the traversing agent. In the most general case we consider,
the traversal time associated with every edge and every agent operating in the graph may be different. Scenarios in which
traversal times depend on the agent are easy to imagine in different contexts. In a geometric setting, one can consider a
road connection network, with agents corresponding to different types of vehicles moving in an environment. One agent
may represent a typical road vehicle which performs very well on paved roads, but is unable to traverse other types of
terrain. By contrast, the other agent may be a specialized mobile unit, such as a vehicle on caterpillars or an amphibious
vehicle, which is able to traverse different types of terrain with equal ease, but without being capable of developing a
high speed. In a computer network setting, agents may correspond to software agents with different structure, and the
transmission times of agents along links may depend on several parameters of the link being traversed (transmission speed,
transmission latency, ability to handle data compression, etc.).

In general, it may be the case that one agent traverses some links faster than the other agent, but that it traverses
other links more slowly. We will also analyze more restricted cases, where we are given some a priori knowledge about
the structure of the problem. Specially, we will be interested in the case of ordered agents, i.e., where we assume that one
agent is always faster than the other one, and the case of ordered edges, where we assume that if in a fixed pair of links,
one agent takes more time to traverse the first link, the same will also be true for the other agent.

We study the rendezvous problem under the assumption that each agent knows the complete topology of the graph and
its traversal times for all edges, but knows nothing about the traversal times or the initial location of the other agent. In
all of the considered cases, we will ask about the best possible time required to reach rendezvous, compared to that in the
“offline scenario”, in which each of the agents also has complete knowledge of the parameters of the other agent. We will
also study how this time can be reduced by allowing the agents to communicate (exchange a certain number’ of bits at a
distance) at the start of the rendezvous process.

1.1. The model and the problem

Let us consider a simple graph G = (V, E) and its weight functions w4 : E+— N4 and wp : E — N4, where N is the
set of positive integers. Let sa,sp € V, sa # sp, be two distinguished nodes of G - the agents’ A and B starting nodes. We
assume that initially an agent K € {A, B} knows the graph G, s4, sg and wg. Thus, A knows w4 but it does not know wg,
and B knows wg but it does not now w,4. We assume that the nodes of G have unique identifiers and that G is given to
each agent together with the identifiers. The latter in particular implies that the agents have unique identifiers — they can
‘inherit’ the identifiers of the nodes s4 and sg. Also, the agents do not see each other unless they meet. Both agents are
non-oblivious, i.e., equipped with memories which persist over successive time steps.

The weight functions indicate the time required for A and B to move along edges. That is, given an edge e = {u, v}, an
agent K € {A, B} needs wg(e) units of time to move along e (in any direction). We assume that both agents start their
computation at time 0 by exchanging messages. The time required to send and to receive a message is negligible.

Once an agent K € {A, B} is located at a node v, it can do one of the following actions:

e the agent can wait t € N units of time at v; after time t the agent will decide on performing another action,
e the agent can start a movement from v to one of its neighbors u; in such case the agent moves with the uniform speed
from v to u along the edge {u, v} and after wg({v, u}) units of time K arrives at u and then performs its next action.

While an agent is performing its local computations preceding an action, it has access to all messages sent by the other
agent at time 0. We assume that the time of agent’s computations preceding an action is negligible.
We say that A and B rendezvous at time t (or simply meet) if they share the same location at time ¢,

e they both are located at the same node at time ¢, or
e K € {A, B} started a movement from ug to vk at time tgx <t, ug =vp, va =up, e ={ua, va}, tx + wg(e) <t and
t=ta — L=t (informally speaking, the agents ‘pass’ each other on e as they start from opposite endpoints of e), or

wale) — © 7 wgle
Y o t=ta — = (ipformall
wa(e) — wg(e) y

e K € {A, B} started a movement from u to v at time tx <t, e ={u, v}, tx + wg(e) <t and
speaking, both agents start at the same endpoint but the one of them ‘catches up’ the other: t4 <t and wa(e) > wg(e),
or tg >tg and wy(e) < wg(e)).

Observe that the last case is not possible in an optimum offline solution, as the agents could rendezvous earlier in the
vertex u.
We are interested in the following problem:

Given two integers b and t, does there exist a deterministic algorithm whose execution by A and B guarantees that
the agents send to each other at time 0 messages consisting of at most b bits in total, and A and B meet after time at
most t?
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Given an algorithm for the agents, we refer to the rendezvous time of an algorithm as the minimum time length ¢ such
that the agents meet at time t as a result of the execution of the algorithm. The total number of bits sent between the
agents is the communication complexity of the algorithm.

1.2. Related work

The rendezvous problem has been thoroughly studied in the literature in different contexts. In a general setting, the ren-
dezvous problem was first mentioned in [28]. Authors investigating rendezvous (cf. [1] for an extensive survey) considered
either the geometric scenario (rendezvous in an interval of the real line, see, e.g., [5,6,21], or in the plane, see, e.g., [2,3]) or
the graph scenario (see, e.g., [16,20,25]). A natural extension of the rendezvous problem is that of gathering [19,23,26,30],
when more than two agents have to meet in one location.

Rendezvous in anonymous graphs In the anonymous graph model, the agents rely on local knowledge of the graph topol-
ogy, only. Nodes have no unique identifiers, and maintain only a local labeling of outgoing edges (ports) leading to their
neighbors. When studying the feasibility and efficiency of deterministic rendezvous in anonymous graphs, a key problem
which needs to be resolved is that of breaking symmetry. Without resorting to marking nodes, this can be achieved by
taking advantage of the different labels of agents [27,16,25]. Labeled agents allowed to mark nodes using whiteboards were
considered in [31]. Rendezvous of labeled agents using variants of Universal Exploration Sequences was also investigated
in [25,29] in the synchronous model, who showed that such meeting can be achieved in time polynomial in the number of
nodes of the graph and in the length of the smaller of the labels of the agents. For the case of unlabeled agents, rendezvous
is not always feasible when the agents move in synchronous rounds and are allowed only to meet on nodes. However, for
any feasible starting configuration, rendezvous of anonymous agents can be achieved in polynomial time, and even more
strongly, using only logarithmic memory space of the agent [13]. In the asynchronous scenario, it has recently been shown
that agents can always meet within a polynomial number of moves if they have unique labels [17]. For the case of anony-
mous agents, the class of instances for which asynchronous rendezvous is feasible is quite similar to that in the synchronous
case, though under the assumption that agents are also allowed to meet on edges (which appears to be indispensable in
the asynchronous scenario), certain configurations with a mirror-type symmetry also turn out to be gatherable [22].

Location-aware rendezvous The anonymous scenario may be sharply contrasted with the case in which the agent has full
knowledge of the map of the environment, and knows its position within it. Such assumption, partly fueled by the avail-
ability and the expansion of the Global Positioning System (GPS), is sometimes called the location awareness of agents or
nodes of the network. Thus, the only unknown variable is the initial location of the other agent. In [10,4] the authors study
the rendezvous problem of location-aware agents in the asynchronous case. The authors of [10] introduced the concept of
covering sequences that permitted location aware agents to meet along the route of polynomial length in the initial distance
d between the agents for the case of multi-dimensional grids. Their result was further advanced in [4], where the proposed
algorithm provides a route, leading to rendezvous, of length being only a polylogarithmic factor away from the optimal
rendezvous trajectory. The synchronous case of location-aware rendezvous was studied in [9], who provided algorithms
working in linear time with respect to the initial distance d for trees and grids, also showing that for general networks
location-aware rendezvous carried a polylogarithmic time overhead with respect to n, regardless of the initial distance d.

Problems for heterogeneous agents Recently, scenarios with agents having different capabilities have been also studied. In
[14] the authors considered multiple colliding robots with different velocities traveling along a ring with a goal to determine
their initial positions and velocities. The authors of [18] studied the case of two robots moving around an anonymous cycle,
where different speeds allowed them to break symmetry. Mobile agents with different speeds were also studied in the
context of patrolling a boundary, see e.g. [12,24]. In [11] agents capable of traveling in two different modes that differ with
maximal speeds were considered in the context of searching a line segment. We also mention that speed, although very
natural, is not the only attribute that can be used to differentiate the agents. For example, authors in [7] studied robots
with different ranges or, in other words, with different battery sizes limiting the distance that a robot can travel.

1.3. Additional notation

Let Tk (u,v,w), K € {A, B}, denote the minimum time required by agent K to move from u to v in G with a weight
function w. If w = wg, then we write Tk (u, v) in place of Tg(u, v, wg), K € {A, B}. In other words Ty (u, v) is the length
of the shortest path from u to v in G with weight function wy, where the length of a path composed of edges e, ..., ¢
is ZIj:] wg (ej). We use the symbol Topr(sa, sg) to denote the minimum time for rendezvous in the off-line setting where
agents that are initially placed on s4 and sg know all parameters. We will skip starting positions if it will not lead to con-
fusion writing simply Topr. Denote also Mg := max{wg (e) | ec E}, K €{A,B}, and let M := max{M4, Mg}. All logarithms
have base 2, i.e., we write for brevity log in place of log,.

The following lemma, informally speaking, implies that we do not have to consider scenarios in which rendezvous occurs
on edges, and by doing so we restrict ourselves to solutions among which there exists one that is within a constant factor
from an optimal one. Let
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Table 1
Summary of results (n is the number of nodes of the input graph).
Communication complexity for Rendezvous time in case of
rendezvous in time ©(Topr) no communication
Case 1: arbitrary O (n- (loglog(M -n))) (Theorem 2) ©®(n - Topr) (Theorems 9, 10)
Q(n) (Theorem 3)
Case 2: ordered edges O(loglogM + log2 n) (Theorem 4) O(n- Topr) (Theorem 9)
Q(logn) (Theorem 5) Q(+/n- Topr) (Theorem 11)
Case 3: ordered agents none (Theorem 8) ®(Topr) (Theorem 8)

Trv(sa, S, V) =max{T4(sa, V), Tg(sp, V)}

denote the minimum time for rendezvous at v.
Let any node u that minimizes the Try(sa, Sg, u) be called a rendezvous node.

Lemma 1. For each graph G = (V, E) and for each s, sg € V, ifu € V is the rendezvous node, then Try(sa, Sg, u) < 2Topr(SA, SB).

Proof. If the two agents can achieve rendezvous on a node in time Topr(Sa, Sg), then the lemma follows and hence we
assume in the following that rendezvous occurs on an edge. For K € {A, B}, let vk be the last node visited by K prior to
rendezvous that the two agents achieve in time Topr(sa, Sp). Observe that v4 # vp and e ={v4, v} € E.

In an optimum solution at least one of the agents traversed at least half of e, so

2Top1(SA, SB) = min{T4(sa, vB), Tg(Sp, va)}. (1)

Moreover, Ta(sa, vg) > Tg(sg, vg) and Tg(sg, va) > Ta(Sa,Va), SO

min{T4(sa, vp), Tg(sp, va)} (2a)
=min{max{Ta(sa, vp), Te(sp, vp)}, max{Tp(sp, va), Ta(sa, va)}}
=min{Trv(s4, SB, vVB), TRv(Sa, SB. Va)}. (2b)

If u is a rendezvous node, then

min{Trv(Sa,SB, VB), TrRv(Sa,SB, Va)} = Trv(Sa, Sg, U).

This, together with (1) and (2b), prove the lemma. O

1.4. Possible restrictions on weight functions

Arbitrary weight functions might cause very bad performance of rendezvous (see Theorems 3 and 10). Thus, beside the
arbitrary case, we will be interested in restricted cases, namely:

1. wa and wp are arbitrary functions,
2. Ve, escE Wa(e1) <wa(ez) < wg(er) < wg(ea),
3. Vece wa(e) < wpg(e) or Vecg Wg(e) < wal(e).

Case 1 reflects the situation where both agents and edges are not related in terms of time needed to move along them.
Whenever two functions have the property case 2, we will refer to the problem instance as the case of ordered edges.
Informally, in such scenario both agents obtain the same ordering of edges (up to resolving ties) with respect to their
weights. The last case reflects the situation where one of the agents is always at least as fast as the other one. Instances
with this property are referred to as the cases of ordered agents.

1.5. Our results

In this work we analyze the following two extreme scenarios. In the first scenario (the middle column in Table 1) we
consider the communication complexity of algorithms that guarantee that rendezvous occurs in time ® (Topr) regardless of
the starting positions. In the second scenario (the third column) we provide bounds on the rendezvous time in case when
the agents send no messages to each other.

2. Communication complexity for ® (Topr) time
In this section we determine upper and lower bounds for communication complexity of algorithms that achieve ren-

dezvous in asymptotically optimal time. Section 2 is subdivided into three parts reflecting the three cases of weight functions
we consider.


http://mostwiedzy.pl

A\ MOST

D. Dereniowski et al. / Theoretical Computer Science 608 (2015) 219-230 223

2.1. The case of arbitrary functions

We start by giving an upper bound on communication complexity of asymptotically optimal rendezvous. Our method
is constructive, i.e., we provide an algorithm for the agents (see proof of Theorem 2). Then, (cf. Theorem 3) we give the
corresponding lower bound.

Theorem 2. There exists an algorithm that guarantees rendezvous in © (Topr) time and has communication complexity O (n(loglog(M -
n))) for arbitrary functions.

Proof. We start the proof with an informal description of the algorithm described below. Agent A sends to B the approxi-
mate value of its distance from each node vj; this approximate value differs by a factor at most two from Tx(sa, v;). Since
the agent B sends to A his approximate distances from nodes as well, both agents use these values to estimate approximate
rendezvous times at all nodes and select one that minimizes it.

Let Io =[0, 1], and for j > 0 let Ij = (2/=1,2/]. Denote V = {vy,..., va}, where the vertices are ordered according to
their identifiers. We first formulate an algorithm and then we prove that it has the required properties. We assume that A
is the executing agent and B is the other agent (the algorithm for B is analogous).

1. For each j=1,...,n (in this order) send to B the integer r(A, j) such that Ta(sa, vj) € Iy(a, j)-
2. After receiving the corresponding messages from B, construct T': V — N, such that

T'(vj):= max{2" 4D 2By e, n).

3. Find a node v, with minimum value of T'(v,). If more than one such node v, exists, then take v, to be the one with
minimum identifier.
4. Go to v, along a shortest path and stop.

Note that both agents compute the same function T’. This in particular implies that the same vertex v ,, to which each
agent goes, is selected by both agents. Hence, the agents rendezvous at v,. The transmission of (K, j) requires O (loglog(M -
n)) bits because r(K, j) = 0 (log(M - n)) for each K € {A, B} and j € {1,...,n}. Thus, the communication complexity of the
algorithm is O (nloglog(M - n)).

We now give an upper bound on the rendezvous time at v,. By definition, for each j € {1,...,n} and for each K € {A, B}
we have

2D < Ty (s, vy) <2700,
Thus, having in mind that

Trv(sa, S, v) = max{Ta(sa, V), Tg(sp, V)},
we obtain:

1 .

ET/(Vj) <Trv(sa.s.Vj) <T'(vj), je{l,...,n}. (3)
Now, let u be a rendezvous node. By (3), the choice of index p, again by (3) and by Lemma 1 we obtain

Trv(Sa. 58, Vp) <T'(vp) <T'(u) <2Try(sa, sp, u) < 4Topr(sa, SB).

which completes the proof. O

Theorem 3. Every algorithm that guarantees rendezvous in time o(@ Topr) has communication complexity € (n) for some n-node
graphs.

Proof. Let G be the class of graphs with weights such that each G € G is a complete bipartite graph K, , with

V ={sa,SB,V1,V2,..., Vn}

and E = E4 U Eg, where

Ex ={{sk,vj}|je{1.2,....,n}}, Ke{A B},

and, for each K € {A, B}, wg(e) = X for each e € E \ Ex and wg(e) € {1, X} for each e € Eg, where X is a sufficiently big
integer, e.g., X =n.

Note that for each G € G, Topr € {1, X}. Moreover, Topr < X if and only if there exists an index j e {1,...,n} such
that wa({sa, Vv;}) = wp({sg, v;}) = 1. Deciding the existence of such an index j solves the well-known problem of set
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disjointness (cf. e.g. [8] for a recent survey of results) and requires more than n bits to be transmitted between the two
players in a deterministic communication complexity scenario. A
Indeed, suppose for a contradiction that there exists an algorithm A such that its time complexity is o(@ Topr) and

its communication complexity is o(n). Since Topr = 1, we have that A finishes in time o(@), thus the total number of
vertices visited by agents A and B during the operation of the algorithm is o(@). The visited vertices are also the only
candidates for rendezvous after the communication phase of the algorithm, thus we can obtain a solution to the disjoint set
problem as follows. Each of the players, Alice (A) and Bob (B), given their respective set S, Sp € {1,...,n}, simulates the

operation of the corresponding agent K € {A, B} in algorithm A on the graph G = K , with weights wk({sk,v;}) =1 for

edges with all indices such that j € Sk, and weight X for all other edges. Algorithm A is run under the assumption that
each agent K starts from node vg and every message exchanged between agents A and B in the operation of algorithm A
is simulated by a message transmitted between Alice and Bob (in the corresponding direction). Each party K then sends an
additional o(n) bits to the other, representing the list of identifiers of vertices visited by their agent K during simulation
of the o(@) steps of algorithm .4, under the assumption of lack of rendezvous. A correct answer to the set disjointness
problem is obtained by giving a negative reply if and only if one of the locations v; visited by Bob’s agent corresponds
to an index j € S4. In this way, we have obtained a protocol for solving set disjointness in o(n) communicated bits, a
contradiction. O

2.2. The case of ordered edges

Theorem 4. There exists an algorithm that guarantees rendezvous in ® (Topr) time and has communication complexity O (loglog M +
log? n) in case of ordered edges.

Proof. Let Ip =[0,1], and for j > 0 let I; = (29=1,24]. For K € {A, B} and a function wg:E i~ N, let m(wg) be the
maximum integer such that the removal of all edges from G with weights greater than m(wg) disconnects G in such a way
that s4 and s belong to different connected components. For K € {A, B} and j > 0, define rj.( =|{eeE \ wg(e) e Ij}].

We now give some intuitions regarding the algorithm described below. The agents aim at constructing approximations
Wa and Wp of their weight functions. This is achieved by informing the other agent how many edges have weights that
belong to each interval I;. Additionally, in order to improve the communication complexity further, the agents determine
the value of ¢ = min{ca, cpg} and restrict their communication to sending each other the number of edges that fall into
intervals Ic_fiogny, - - - Ic+[logn] and into the interval [0, 2¢-Togn1=11 As we prove later, the edges with weights in the latter
interval can be used by agents without any additional limits while the edges with weights that do not fall into any of the
above mentioned intervals should not be used at all. Finally, these approximations W, and Wpg possessed by both agents,
and not the original functions w4 and wpg, are used to select the rendezvous node.

We now give a statement of an algorithm with communication complexity O (loglog M + log® n). Then, we prove that its
execution by each agent guarantees rendezvous in time ® (Topr).

1. Let A be the executing agent and let B be the other agent (the statement for B is analogous). Send to B the index cx
such that m(wa) € I¢, - this requires sending logca <loglogm(wa) = O (loglog M) bits. Set ¢ :=min{ca, cg} (cp is in
the corresponding message received from B).

. Send to B the value of r2.

. For each je{1,...,[logn]} send to B the values of ré‘” and r?fj (this requires sending O(log2 n) bits in total).

. Send to B the value of r4 :=rfl +-rf + ... +r?7[logn]—l (this requires sending O (logn) bits).

. After receiving the corresponding messages from B construct a weight function Wg:E +— N, as follows. First, sort
the edges so that wa(ej) < wa(ej4q) for each je{1,....|E| —1}. Denote E§ ={ey,...,e.s} and EB, =E\ {e | Wp(e) €
IoU---Ulciriogn}. Then, wg(e) :=0 for each e € Eg; Wwg(e) = +oo for each e € Efo; and for each edge e E\(Eg UEgo)
set wg(e) := 2/-lifee I (this can be deduced from messages received from B).

6. Calculate the function Wy (i.e., the function that B constructs based on the information sent to B).

7. Find a node v, € V such that

[SLI VS I \S)

max{Ta(sa, Vp, Wa), Te(Sp, Vp, Wp)}
is minimum. If more than one such node exists, then take v, to be the one with minimum identifier.

8. Go to v, along a shortest path and stop.

Note that the communication complexity of the above algorithm is O (loglog M + log? n). Also, both agents calculate W4 and
wg and hence the node v, is the same for both agents, which implies that the algorithm guarantees rendezvous.
Therefore, it remains to prove that

max{Ta(sa,Vp), Tp(sp, Vp)} = O(Topr(sa,Sp)).
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Due to Lemma 1, it is enough to show that

max{Ta(sa, vp), Tg(sp, Vp)} = O(Trv(Sa, Sp, u)), (4)

where u is a rendezvous node. For K € {A, B} and x € {u, v}, let P} be the set of edges of a shortest path from sg to x in
G with weight function wy and let P} be the set of edges of a shortest path from sg to x in G with weight function Wg.
Note that (4) follows from

max [wa(P}). wa(Py)} = 0 (max(wa(Ph), wa(Ph))). (5)
Hence, we focus on proving the latter equation. First note that for each K € {A, B} and X C E it holds:

wi (X NEX) < x| 2¢-Mogn1—1

Xl g _IXI .
= 'y -2 = e min{m(wa), m(wp)}. (6)
Thus, for each K € {A, B},
~y X
P NEg|

wi (P’ NEX) < - min{m(w,4), m(wp)}
< min{m(wa), m(wg)} (7)

because the edges in 51‘2" form a path which in particular gives |F,‘2" al Eg | < n. Inequality (7) implies that, for each K €
{A, B},

wi(Py’) < minfm(wa), m(wg)} + wi (P’ \ E). (8)
Note that
PYLNEX =p, Ke{A, B). (9)

Indeed, otherwise w (P}) > 2¢tMognT > ¢ contradicting that u is a rendezvous node (the agent K with cx = ¢ can reach
the starting position of the other agent in time not greater than (n — 1)2€ = (n — 1)2°).
Denote Yi ={e € E | wk(e) > 271} for each K € {A, B}. We prove that

YANPY£G or YpnPh£p. (10)

Suppose for a contradiction that Y4 N P4 =@ and Yz N P% = @. Assume without loss of generality that |Y4| < |Yg| (the
analysis in the opposite case is analogous). By definition of Y4, wa(e) <2°~! for each e € PY. Since we consider the case
of ordered edges, |Y4| < |Yp| implies that wa(e) < 2¢~! for each e € P§. This however means that a subset of edges in
Py U P} gives a path whose each edge e satisfies wa(e) < 2¢=1 < 2¢—1 contradicting the choice of c4. This completes the
proof of (10). Note that (10) implies

min{m(w,), m(wp)} <2° <2max {wa(P}), wg(P§)}. (11)
By the definition of P;” and by (8) we have
wi(PY) < wi(Py)
<wg (P’ \ Eo) + min{m(w,), m(wp)}. (12)
Recall that wg (e) < 2w (e) for each e € E \ Eg and K € {A, B}. Thus,
wi (P \ Eo) <2Wx (P \ Eo). (13)
Since Wy (e) =0 for each e € Eg and K € {A, B},
Wk (P’ \ Eo) = Wi (P ). (14)
Combining (12), (13) and (14) we
wi(P’) <2k (Py’) + min{m(wa), m(wp)}. (15)
By definition of 1'5}‘< and (9),

Wi (PY) < Wi (PL) <wk(PY), Ke{A, B). (16)
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k2 4 k41 1 2 k k2 + k
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k2 42k -1 (k—2)E+1 (k—2)k+2 (k — 1)k k2 4+ 2
k2 + 2k (k—=1k+1 (k—1)k+2 k2 k2 41

Fig. 1. The structure of the graphs in the proof of Theorems 5 and 11; the numbers give ordering of edges with respect to agents’ weight functions.
By (15), the choice of v, (16) and (11),
Vo Vo
max {WA(PA ), wp(Py )}

= min{m(wa), m(wp)) + 2max { #a (P}, Wp (Py) |

<min{m(wa), m(wp)} +2max {Wa(PY), W (P})}

<min{m(wa), m(wp)} +2max {wa(P}), wg(P})}

<4max{wa(P}), wg(Pp)}.
This proves (5) and completes the proof of the theorem. O

Theorem 5. In case of ordered edges each algorithm that guarantees rendezvous in time © (Topr) has communication complexity
Q (logn) for some n-node graphs.

Proof. Let k be a positive integer. We first define a family of graphs G = {G1, ..., G}. Each graph in G has the same
structure, namely, the vertices s4 and sp are connected with k node-disjoint paths but the graphs in G have different
weight functions associated with them. Each of those paths consists of exactly k + 2 edges (see Fig. 1).

Thus, each graph in G has k% + k + 2 nodes and m = k2 + 2k edges. The edges are denoted by e1, ..., en. The location of
each edge in G is shown in Fig. 1, where for improving the presentation we write i in place of e; for each i € {1,...,m}.
We will set the labels of the edges so that wk(e1) <--- < wg(em) for each K € {A, B}. Now, for each graph in G, we put

wa(ej):=X+i foreachie({l,...,m},
where X =k® Forie(1,...,m}and je{1,...,k}, we set the weight function wp for G; as follows:
i, fori < jk,

wg(e) =1 X+1i, forjk<i<k®+k—j+1,
kX +1i, fork?4+k—j+1<i.

Note that wa(e1) <--- < wg(ep) and wg(e1) < --- < wg(ey) in each graph G; € G which ensures that all problem instances
are cases of ordered edges.

Let Gj € G. Denote by Hy, ..., Hy the k edge-disjoint paths connecting s4 and sg, where Hj is the path containing the
edge ey ;o incident to sy, j’€{1,...,k}. We argue that if A and B rendezvous on a path Hj in time at most kX/2, then
j' = j. First note that A is not able to reach any vertex adjacent to sg in time kX /2. Also, j' < j is not possible for otherwise
B would traverse one of the edges ey, ..., €k, each of weight at least kX - a contradiction. Now, suppose for a
contradiction that j’ > j. Then, one of the agents traverses at least half of the path Hy, i.e, it traverses at least k/2 + 1 of
its edges. If this agent is A, then clearly rendezvous occurs not earlier than (k/2 + 1)X - a contradiction. If this agent is B,
then it does not traverse any of the edges e, ..., ej, since those belong to paths Hy,..., H; and we have j' > j. Hence, by
the definition of wpg, we also have rendezvous after more than kX/2 time units, which gives the required contradiction. We
have proved that, in Hj, rendezvous is obtained before time kX/2 only if it occurs on the path H;.

Observe that for n large enough and for each G; € G it holds

TopT(SA,SB) < 2X.
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To see that, let A traverse the edge €2, and let B traverse the remaining edges of Hj, i.e.,

€(j—1)k+15 €(j—1)k+25 - - - » €(j—Dk+k ANd €2 .
We have w4 (e 4y ;) = X + O (k%) and

k
Wg (2 4—j1) + Z Wg(e(—1)k+1)
=1
k
=X+ +k—j+1+) ((G—Dk+h=X+0@K).
=1

Since X = k*, we obtain that Topr(sa, Sg) < 2X for n large enough.

Suppose for a contradiction that there exists an algorithm A that guarantees rendezvous in time ®(Topr) and has
communication complexity o(logn). Let C be such a constant that the rendezvous time guaranteed by A is bounded by
CTopr. We will show that for n > C?, the algorithm A that sends at most C; logn bits, where C; = %, cannot guarantee
rendezvous in time CTgpr, which will give the desired contradiction.

Note that in each algorithm, and thus in particular in A, if the agent A receives the same message from B in two
different graphs in G, then A must traverse the same sequence of edges for both graphs.

The number of all possible messages that A might receive using C; logn bits is at most 221987 Observe that 2¢21087 < %
Indeed,

3 logn®* log(n/C) - log(k/C)

C = - =
273 2logn = 2logn logn

implies the required inequality. Thus, there must exist G’, a subset of G, with at least C + 1 elements such that A traverses
the same sequence of edges for all graphs in G’.

To traverse an edge adjacent to s4 from Hj, the agent A requires X 4+ i > X units of time. In order to traverse any of
the remaining edges, A requires to traverse back the mentioned edge first using X + i > X units of time again. Hence,
during CTopr < 2CX time, A is able to traverse at most C edges adjacent to s4. It implies that there must exist an index j
such that Gj € G’ and agent A does not traverse an edge from H; adjacent to s4. It means that A has not met B in time
2CX > CTopr, a contradiction. O

2.3. The case of ordered agents

Now we will present a general solution which achieves ®(Topr(sa, Sg)) time without communication for the case of
ordered agents. This property allows us to obtain our asymptotically tight bounds both for communication complexity of
optimal-time rendezvous and for optimal rendezvous time with no communication. We point out that, unlike in previous
cases, the algorithms for the agents are different, i.e., A and B perform different (asymmetric) actions. We assume that the
algorithm for the agent A (respectively, B) is executed by the agent whose starting node has smaller (bigger, respectively)
identifier. Note that, since both agents know the graph and both starting nodes, they can correctly decide on executing an
algorithm.

2.3.1. Simple algorithm
Tasks of agent A:

1. wait T4 (sa, Sg) units of time,
2. go to sp along an arbitrarily chosen shortest path (according to the weight function w,) from s4 to sg, and return to
sa along the same path and stop.

Tasks of agent B:

1. wait Tg(sa, Sg) units of time,
2. go to s4 along an arbitrarily chosen shortest path (according to the weight function wpg) from sg to s4 and stop.

Lemma 6. Simple algorithm guarantees rendezvous in time
6min{Ta(sa,sB), Tg(sa, Sp)}-

Proof. For sure, A and B will eventually rendezvous, as both of them reach s, and stay there. Let y be the time point at
which the agents rendezvous. Let us consider agent A. It might meet B while:
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1. waiting Ta(sa, sg) units of time at s4. In this case y =2Tg(sa, Sp) < Ta(sa, Sp).

2. moving towards sg or on the way back to s4. Clearly y <3Ta(sa, Sg). Also, agent B at time point y is either at sg or is
moving from sp to sa. Thus, y <2Tg (sS4, Sp).

3. arriving at sS4, i.e., rendezvous occurs at s4 at the moment when A returns to sa. It is clear that y <3T4(sa, Sg). As the
agents have not met at s4 before A started moving, we have

Ta(sa,sB) <2Tg(sa, sp).

So, y <6Tp(sa, Sp).
4. waiting for B at s after the path traversals. Clearly, y = 2T (sa, Sg). In this case, as the agents have not met at sg, we
have

Tg(sa,sB) <2Tx(sa,SB).

So, y <4Ta(sa,Sp). O

We remark that the constant 6 from Lemma 6 might be reduced to 2+/2 + 3 if we would allow both agents A and B to
wait a little longer in the initial state: ~/2T(sa, sg) and +/2Tg(sa, Sg) respectively.

Lemma 7. In the case of ordered agents we have
min{TA(sa,sp), Tp(sa,SB)} < 2Topr(sa, SB)

Proof. Suppose that both agents rendezvous at x after Topr(sa, sg) units of time. If rendezvous does not occur at a node,
then with a slight abuse of notation we write Tk (u,x) to denote the time an agent K needs to go from a node u to
X. Suppose without loss of generality that A is a ‘faster’ agent, i.e., wa(e) < wp(e) for each edge e. This implies that
Ta(sa,sp) > Tp(sa,sg) and hence it remains to provide the upper bound on T4(sa, Sg). Moreover, by first using the triangle
inequality we have T4(sa,Sg) < Ta(Sa,X) + Ta(x,55) <Ta(sa,X) + Tg(x,sg) <2Topr(sa,Sg). O

Now, due to Lemmas 6 and 7, we are ready to conclude:

Theorem 8. In the case of ordered agents (case 3) there exists an algorithm that guarantees rendezvous in time ®(Topr(Sa, Sg))
without performing any communication.

3. Rendezvous with no communication
3.1. The case of arbitrary functions

Theorem 9 below gives the upper bound on rendezvous time without communication. Then, Theorem 10 provides our
lower bound for this case.

Theorem 9. There exists an algorithm that without performing any communication guarantees rendezvous in time O (n- Topr(Sa, SB)),
where n is the number of nodes of the network.

Proof. We start by giving an algorithm. Its first step is an initialization and the remaining steps form a loop. Denote
V={V1,...,Vn}.

1. Let initially x := 1. Let K be the executing agent.
2. For each je{1,...,n} do:
2.1 If Tx(sk, vj) <x, then set X' := Tg(sk, vj) and go to v; along a shortest path. Otherwise, set X' := 0.
2.2. Wait x — x’ time units at the current node.
2.3. Return to sk along a shortest path. (This step is vacuous if X' = 0.)
2.4, Wait x — x’ time units.
3. Set x :=2x and return to Step 2.

Let us introduce some notation regarding the above algorithm. We divide the time into phases, where the p-th phase,
p > 0, consists of all time units in which both agents were performing actions determined in Step 2 for x = 2P. Then, each
phase is further subdivided into stages, where the s-th stage, s € {1,...,n}, of the p-th phase consists of all time units
in which both agents were performing actions determined in Step 2 for x = 2P and j =s. Note that these definitions are
correct since both agents simultaneously start at time O.
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First observe, by a simple induction on the total number of stages, that at the beginning of each stage each agent
K € {A, B} is present at sx. We now prove that both agents are guaranteed to rendezvous at a rendezvous node v in the
p-th phase, where

2P > max({Ta(sa, v), Tg(sg, V)}.

Consider the s-th stage of p-th phase such that vy = v. Since

2P > max({Ta(sa, v), Tg(sg, V)},

both agents reach v in at most 2P moves. Due to the waiting time of 2P — T (sk, v) of agent K € {A, B} after reaching v, we
obtain that both agents are present at v at the end of the 2P-th time unit of the s-stage in the p-th phase. This completes
the proof of the correctness of our algorithm.

It remains to bound the time in which the agents rendezvous. The duration of the p-th phase is O (n2P). The total
number of phases is at most

P = [logmax{Ta(sa, v), Tp(sp, V)}1.
Thus, the agents rendezvous in time

P
omZzP) = O(n2P) =0 (n-max{Ta(sa, V), Tg(sg, v)}).
p=1

Lemma 1 implies that the agents rendezvous in time O (n- Topr(sa, Sg)) as required. O

Theorem 10. Any algorithm that without performing any communication guarantees rendezvous uses time Q (n- Topr(Sa, Sg)), where
n is the number of nodes of the network.

Proof. Let us consider the complete bipartite graph G given in the proof of Theorem 3 with the set V(G) = {s4, S, V1, V2,
...vp} and E = E4 U Eg, where

Ex ={{sk,vj}|je{1.2,...n}}, Ke{A B}

Let wa(e) = X for each e € Eg and wxa({sa, vi}) =1 for each e € E4, where X is some sufficiently big integer, say
X =n. We will now give a partial definition of wpg, starting with wg(e) = X for each e € E 4. This weight functions will be
constructed in such a way that rendezvous at time 1 is possible. Informally, we will set only one edge in Ep to have weight
1 for the agent B while the remaining edges will have weight X. This is done by analyzing possible moves of the agent A.

Now, we consider an arbitrary sequence of moves of agent A during the first n time units. Clearly, after this time, agent
A is not able to reach sg. There also exists an edge {sa, v;} € E4 that agent A performed no move along it, i.e,, A did not
visit v;. We set wg({sa, v;}) :==1 and wpg({sa, v;}) :== X for all i # j.

It is easy to observe that Topr(sa,sg) is equal to 1 and this time can be achieved only by a meeting at v;. However, A
and B did not rendezvous during the first n time units. Thus, there exists no algorithm that guarantees rendezvous in time

o(n-Topr(sa,sg)). O
3.2. Lower bound for the case of ordered edges without communication

Theorem 11. In the case of ordered edges, any algorithm that guarantees rendezvous without performing any communication uses
time Q2 (5/n - Topr(S4, SB)), where n is the number of nodes of the network.

Proof. We will use the same family of graphs G as constructed in the proof of Theorem 5; see also Fig. 1. Recall that if A
and B rendezvous on a path Hj in time at most kX/2, then j’ = j and Topr = O (X) for each G € G.

Note that, the agent A has the same input for each graph in G since wj is the same for all graphs in G. Thus, for any
algorithm A, the agent A traverses the same sequence of edges for each graph in G. Moreover, rendezvous time bounded
by kX /2 (see the proof of Theorem 5) implies that there exist edges adjacent to s4 that A does not traverse. In other words,
there exists j e {1,...,k} such that A traverses no edge of H;. Therefore, we obtain that A and B cannot rendezvous in G;
in time less than kX/2. Since k = ©(4/n) and rendezvous can be achieved in time O(X) for each graph in G the proof has
been completed. O
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4. Final remarks

It seems that the most interesting and challenging case among the three analyzed in the paper is the one of ordered
edges without communication. There is still a substantial gap between the lower and the upper bounds we have provided
and we leave it an interesting open question whether there exists an algorithm with a better approximation ratio than that
of O(nTopr). It is also interesting if the upper bound M on the weights of the edges affects the communication complexity
for arbitrary functions and the cases of ordered edges.

Another interesting research direction is to analyze scenarios in which we allow agents to communicate at any time. To
point out an advantage that the agents may gain in such case, note that the agents can rendezvous very quickly in graphs
that we used for a lower bound in the proof of Theorem 5. Indeed, transmitting just one bit in the moment correlated with
the index of the preferred (optimal for rendezvous) path would help the agents to learn which path they should follow.
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