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80-233 Gdańsk, Poland

(Received 10 November 2015; accepted 13 December 2015; published online 29 December 2015)

The aqueous hydrogen molecule is studied with molecular dynamics simulations at ambient temper-
ature and pressure conditions, using a newly developed flexible and polarizable H2 molecule model.
The design and implementation of this model, compatible with an existing flexible and polarizable
force field for water, is presented in detail. The structure of the hydration layer suggests that
first-shell water molecules accommodate the H2 molecule without major structural distortions and
two-dimensional, radial-angular distribution functions indicate that as opposed to strictly tangential,
the orientation of these water molecules is such that the solute is solvated with one of the free
electron pairs of H2O. The calculated self-diffusion coefficient of H2(aq) agrees very well with
experimental results and the time dependence of mean square displacement suggests the presence
of caging on a time scale corresponding to hydrogen bond network vibrations in liquid water.
Orientational correlation function of H2 experiences an extremely short-scale decay, making the
H2–H2O interaction potential essentially isotropic by virtue of rotational averaging. The inclusion
of explicit polarizability in the model allows for the calculation of Raman spectra that agree very well
with available experimental data on H2(aq) under differing pressure conditions, including accurate
reproduction of the experimentally noted trends with solute pressure or concentration. C 2015 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4938571]

I. INTRODUCTION

An in-depth understanding of the phenomenon of
hydrophobic hydration is of prime importance to our
comprehension of such diverse problems as biomolecule
hydration and self-organization, transport properties in
biological systems, aqueous phase catalysis, and gas clathrate
formation, to name but a few. The classical history of the
physicochemical studies on the subject begins with the seminal
paper by Frank and Evans from 1945, where the term “iceberg
formation” was first applied to describe the thermodynamic
outcome of the hydration of non-polar molecules.1 The
uniformly negative entropy of transfer of such molecules
from the gas phase to an aqueous solution led these authors
to a conjecture that water around them must form highly
structured patches termed “icebergs” (although the original
authors warned from the outset that this by no means implies
structural similarity to genuine water ice phase). The term—
somewhat unfortunate due to its connotations as it turned
out—set the tone for discussing the hydrophobic hydration
problem for years to come. Simple molecules considered
originally were soon superseded by complex biomolecules,
particularly proteins, beginning with the important works
of Kauzmann2 and Némethy and Scheraga.3 The multitude
of experimental, theoretical, and computational works that
followed is impossible to quote in a short introduction, but the
topic of hydrophobic hydration has been thoroughly reviewed
in the recent decades.4–9

a)Author to whom correspondence should be addressed. Electronic mail:
Maciej.Smiechowski@pg.gda.pl

Perhaps the most important of the later models of
hydrophobic hydration is the Pratt–Chandler theory that
rigorously applied statistical thermodynamics to describe
water-solvated alkanes.10 While successful in describing small
hydrated molecules, its performance was not as good for
large molecules hydration, i.e., in the biologically important
regime. However, as recently reviewed by Chandler,5 later
developments provided a consistent picture of hydrophobic
hydration on different length scales.11 It turns out that while
small molecules do not disturb water’s inherent tendency
to form a full set of four hydrogen bonds (H-bonds) and
the water remains “bulk-like” to a large extent, the H-bond
network around a large molecule cannot accommodate it
without sacrificing some of the H-bonds and the average
number of them is typically three and less rather than four per
H2O molecule; the crossover point between the two regimes
is found at solute radius equal ca. 8 Å.5

Maybe the most striking example of a small hydrophobic
solute is the hydrogen molecule, H2. This diatomic gas
presents as the smallest conceivable molecule and fulfills
the criteria for a hydrophobic solute: it possesses no
permanent dipole moment, it is only sparingly soluble in
water at standard conditions,12 it exhibits negative entropy
of transfer from the gas phase to an aqueous solution
(−26 cal mol−1 K−1, approximately equal to helium),1

and it forms clathrate hydrates at high pressure, low
temperature conditions, just like the most prominent example,
methane.13,14 Its importance as a future solution to energetic
and environmental problems troubling the human civilization
is hitherto limited though, due to the still unresolved
issue of its efficient storage. Consequently, the clathrate
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hydrates of hydrogen and mixed hydrogen–cosolute systems
have been the subject of numerous experimental15–19 and
computational studies.20–27 The clathrate phase diagram,20,21,23

stability conditions and guest diffusion,24–27 and structure
and cage occupancy22,26,27 have been thoroughly studied
computationally. The experimental work, initially devoted
to synthesis of stable clathrates,18,19 was followed by
detailed structural studies of clathrate cages at different
occupancies15,17 and by examination of tetrahydrofuran
doping on the clathrate properties.15,16

At the same time, aqueous hydrogen—though interesting
due to being the clathrate dissociation product and constituting
an important model hydrophobic system as remarked above—
has not received such careful attention. The experimental
studies of the H2(aq) system were limited to Raman
spectra measurements in the stretching vibration range (the
Q-branch)28 and in the rotations region.29 The former is more
suited for detailed investigation as the principal peak location
(∼4140 cm−1) is way above the vibrational bands of liquid
water, unlike the H2 rotational spectrum which coincides
with the water librational band. The rotational Raman spectra
were also computed from molecular dynamics (MD) simula-
tions30,31 and the structure, thermodynamics, and dynamical
properties of H2(aq)were likewise investigated,32–34 also using
ab initio MD (AIMD) simulations.35 We note in passing here
that the closely related hydrophobic solute (i.e., the hydrogen
atom, H(aq)) was also studied using MD simulations.36,37

However, though characterized with remarkable anomalies
(e.g., ultrafast diffusion in water), this open-shell system
is a non-standard hydrophobic molecule and less relevant
for immediate needs of determining the efficient ways of
hydrogen storage in different thermodynamic conditions.

In this work, we focus on the design and implementation
of a novel flexible and polarizable H2 molecule model for
the purpose of aqueous solutions simulations. While not
the first attempt at model development for H2(aq),22,26,31 the
proposed parametrization is the first one to explicitly take into
account all important intra- and intermolecular interaction
parameters. As the underlying water model we decided to
choose Amoeba, a flexible and polarizable multi-purpose force
field proved to be very successful in diverse areas of solvation
studies.38 The Amoeba water model39 adequately reproduces
liquid water properties in wide pressure and temperature
range.40,41 Furthermore, the force field was already tested
on small hydrophobic solutes dissolved in water36,42–46 and
molecular flexibility and polarizability was deemed crucially
important in reproducing the known properties of the methane
hydrates.45 It is also noteworthy that H(aq) has been recently
parametrized for Amoeba force field and promising results for
the hydration shell structure and diffusion of the solute were
obtained.36 Therefore, it is reasonable to suspect that proper
fine tuning of the force field parameters may yield a model
of molecular hydrogen suitable for aqueous phase simulations
and potentially surpassing the simpler approaches while still
being computationally inexpensive.

The performance of the developed model at ambient
thermodynamic conditions is illustrated in this work, which is
organized as follows: in Sec. II, generic computational details
are first given, while the results (Sec. III) are further subdivided

into model development details in Sec. III A, brief description
of benchmark systems in Sec. III B, description of volumetric
properties of H2(aq) in Sec. III C, details of hydration shell
structure in Sec. III D, and dynamical characterization of
the solute and the solvent in Sec. III E. Finally, conclusions
and prospects for future studies using the present model are
presented in Sec. IV.

II. COMPUTATIONAL METHODS

Ab initio calculations of the H2 molecule and the H2–H2O
complex were performed using the G 09 suite.47

Both single point energy calculations and standard geometry
optimizations were employed. The exact level of theory and
basis set varied depending on the purpose, as specified below
(Sec. III A).

All molecular dynamics simulations were performed
using the D utility from T,48 employing the
Amoeba force field definition of the water molecule49

and the newly developed H2 model consistent with this
force field, see Sec. III A. While the exact simulation
setup varied slightly for different systems, as detailed in
Sec. III B, the common parameters are outlined below.
The equations of motion were integrated with a modified
Beeman algorithm.50,51 The time step was universally set to
0.5 fs and the production trajectories were saved every 2 fs.
The constant temperature (at T = 298 K) and pressure (at
P = 1 bar) conditions were maintained by weakly coupling to
a thermal bath with a time constant of 0.1 ps for thermostat
and 1.0 ps for barostat.51,52 In the limit of weak coupling,
this approach was demonstrated to sample a proper canonical
ensemble.53 Classical Ewald summation techniques54 were
used to calculate the electrostatic interactions due to
polarizable atomic multipoles, while the smooth particle mesh
Ewald formulation55 was used to calculate charge–charge
interactions. The real space cutoff for electrostatics was set
to half the box length for condensed systems and 9.0 Å for
gas phase simulations. The van der Waals (vdW) interactions
were similarly considered up to a cutoff of half the box length
and 12.0 Å, respectively. The convergence criterion for the
induced dipoles was set to 10−4 D.

III. RESULTS AND DISCUSSION

A. Model development

The Amoeba force field contains, as usual, bonded and
non-bonded terms. The former comprise (in the case of
molecular hydrogen) only the bond stretching term which
is a quartic oscillator in Amoeba. The latter include the
electrostatic interactions that are modeled with multipole
expansion up to a quadrupole order at each atomic site,
the isotropic atomic polarizabilities giving rise to induced
molecular dipoles, and the dispersion interactions governed
by a buffered 14-7 potential, see Refs. 38, 39, 49, and 56
for details. Each of these parameters for an H atom forming
an H2 molecule was developed independently from ab initio
calculations, as detailed below. To ensure the consistency of
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the new H2 model with the Amoeba force field, the protocol for
the development of force field parameters for small molecules,
as outlined in Ref. 56, was closely followed.

To parametrize the bond stretching term, we employed
the UCCSD(T)/aug-cc-pVTZ energy profile obtained by
calculating the electronic energy of H2 varying the bond
length in 0.05 Å steps. The quartic functional form of
bond oscillator specific to Amoeba39,56 was then fitted to the
ab initio results around the energetic minimum (0.5–1.1 Å).
As seen in Table I, this procedure gave the final values
of kb = 398.1 kcal mol−1 Å−2 and b0 = 0.7452 Å, see
supplementary material for a respective plot.57 A satisfactory
agreement with experimental data is obtained in this way,
taking into account that the exact equilibrium bond length
is 0.7414 Å,58 while the force constant from spectroscopic
measurements59 is 414.5 kcal mol−1 Å−2 (the experimental
value was rescaled to take into account the usual 0.5 factor
missing in the Amoeba Ubond definition, see supplementary
material).57

The electrostatic interactions were modeled following
the recommended procedure for parametrizing the Amoeba
force field.56 Namely, the H2 molecule was first optimized at
the MP2/6-311G(d,p) level and the resulting MP2 electron
density was used as an input to the GDMA code.60 The
obtained generalized multipoles were rotated to the local
reference frame using T’s P utility. Next, these
initial multipole values were refined by a fit to the MP2/aug-
cc-pVTZ electrostatic potential with the P utility
from T, keeping the low-level monopoles fixed at initial
values (i.e., zero). The final optimized monopole, dipole, and
quadrupole values are summarized in Table I. The atomic
polarizability of each H atom in H2 was set to the T’s
recommended value of 0.496 Å3.56 Perhaps the best way
to compare the present model to experimental data is to
calculate molecular properties of an isolated H2 from the
atomic properties. The experimental value of the molecular
quadrupole,61 |Q| = (Q2

xx +Q2
y y +Q2

zz

)0.5
, is 0.1355 e Å−2

compared to 0.1617 e Å−2 obtained from the molecular
quadrupole tensor using the present model. Similarly, the
isotropic molecular polarizability, ᾱ = 1/3 Tr α, is calculated
as 0.776 Å3 vs the usually given experimental value 0.79 Å3.62

Again, pretty good agreement with experimental data is
reached for both molecular properties.

TABLE I. Selected parameters of the molecular hydrogen model developed
in this work: bond length, b0, force constant, kb, atomic charge, q, atomic
dipole, µ, atomic quadrupole, Q, atomic polarizability, α, vdW well depth,
ε, and vdW atomic radius, R0.

Parameter Value

b0/Å 0.745 2
kb/kcal mol−1 Å−2 398.1

q/e 0.0
µx, µy, µz/e Å 0.0,0.0,−0.229 44

Qxx,Qy y,Qzz/e Å2 0.043 75,0.043 75,−0.0875
α/Å3 0.496

ε/kcal mol−1 0.015
R0/Å 3.406

Finally, van der Waals (vdW) parameters were fitted
to the ab initio energies of the H2–H2O complex obtained
from the CCSD(T)/aug-cc-pVTZ single point calculations
at multiple points on the potential energy surface (PES).
Basis set superposition error was estimated using the standard
Counterpoise correction scheme.63 Following the recent study
of an H atom solvated in H2O,36 we scanned the PES
keeping the H2O molecule in the x y plane and moving
and rotating the H2 molecule with respect to it in a
5-coordinate space ζ = (R, θ, φ,ψ, ξ) (see Fig. 1 for coordinate
definition). In general, the angles were altered in 45◦ steps
(excluding disallowed or redundant values) and for each
angular configuration (θ,φ,ψ, ξ) the intermolecular separation
R was varied from 2.0 Å to 5.0 Å in 0.1 Å steps. A
more detailed list of ca. 4000 studied configurations is
included in the supplementary material.57 Both molecules
were kept rigid in their equilibrium Amoeba geometries in
order to avoid intramolecular energy terms in the interaction
energy. Calculations of the potential energy for the same
configurations of the complex were also performed with the
T’s A utility, using the multipole and polarizability
parameters as defined above (for H2) or coming from the
original Amoeba force field definition (for H2O),49 but keeping
the vdW parameters ε and R0 zeroed for H2. This allowed us
to effectively estimate the electrostatic energy terms only.
Knowing that the intermolecular potential energy in the
Amoeba force field is the sum of electrostatic (multipole
and polarization) and dispersion terms, one may write

EvdW(ζ) = Etot(ζ) − EFF
ele(ζ), (1)

where Etot is the “exact” total interaction energy as obtained
from the high-level ab initio calculations and EFF

ele is the
electrostatic energy in the Amoeba force field as obtained
above. The resulting EvdW values were then fitted to
the functional form of the force field (a buffered 14-7
potential),39,56 minimizing the root-mean-square deviation
between the fitted and the target values. Points on the PES
that were too energetically unfavorable (either total energy or
target vdW energy >2 kcal mol−1) were excluded from the
fitting process, see supplementary material for details of the
fit and for representative force field potential energy curves
compared with the exact ab initio values.57 The final vdW
parameters values (in Amoeba notation) were found to amount
ε = 0.015 kcal mol−1 and R0 = 3.406 Å, see Table I. This could

FIG. 1. The internal coordinates, ζ = (R, θ,φ,ψ, ξ), used to define the
H2–H2O complex geometry for the purpose of potential energy surface scan.
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be compared to 0.0206 kcal mol−1 and 3.035 Å, respectively,
for atomic hydrogen dissolved in water.36 Interestingly, the
converged R0 value for H in H2 is very close to the one for water
oxygen in the original Amoeba formulation (R0 = 3.405 Å),49

while the ε parameter is akin to the one for H2O hydrogen
(ε = 0.0135 kcal mol−1).49

The complete molecular hydrogen model developed
above for the Amoeba force field is available in the
supplementary material in the form of a T key file.57 We
note here that the present effort is by no means the first force
field developed for molecular hydrogen for the purpose of
studying its solvation in aqueous solutions. Past investigations
focused primarily on two models of the H2 molecule, the
simpler one using just a single Lennard-Jones (LJ) interaction
site to represent the molecular hydrogen’s center of mass.
This approach led to parametrization not very different from
this work, namely, ε = 0.019 kcal mol−1 and R0 = 3.14 Å.22

While the latter value seems to differ somewhat from the
present one, it is in turn very close to the value for SPC/E
water oxygen LJ site, again in accordance with the close
similarity to the Amoeba water oxygen case discovered here.
Properly capturing the H2 quadrupole moment in addition
to dispersive interactions requires putting point charges in
the molecule as well. To ensure the electroneutrality of the
entire molecule, this is usually done by placing two equivalent
positive charges on the H atoms and a balancing negative
charge at the center of mass, together with an LJ interaction
site.26,31 While both approaches have already provided a
wealth of data on both aqueous hydrogen and its clathrate
hydrates,21,22,25,26,30–34 the current parametrization is the first
one to explicitly take into account all important intra- and
intermolecular interaction parameters, at the same time being
fully compatible with a well-known force field proved to be
very successful in solvation studies.38 Of course it is entirely
possible to achieve parameter-free description of the studied
systems by going to the electronic structure theory description
and performing fully ab initio simulations.20,23,35 However,
even though the increasing computational power available
pushes the limits of systems tractable with electronic structure
methods, the simulation length and system size as studied
here is still not within reach of current resources. Therefore,
the developed model can be very useful in predicting the
solvation phenomena in aqueous H2 solutions, as demonstrated
below.

B. Benchmark systems

In order to test the newly developed potential, we
considered two model systems of relevance to studying
molecular hydrogen in its clathrates.

1. Gas phase hydrogen

Gaseous molecular hydrogen at ambient conditions was
studied first, mainly in order to deliver reference data
for comparison with solvated systems, particularly Raman
spectrum. To this end, eight H2 molecules were placed in a
cubic supercell of volume V ≈ 69.063 Å3, assuming ideal gas
conditions at T = 298 K. The system was initially equilibrated

for 1 ns in a canonical (NVT) ensemble and four independent
starting configurations were sampled from this trajectory to
initiate 0.5 ns production runs in a microcanonical (NVE)
ensemble.

2. Aqueous solutions of H2 at ambient conditions

A starting configuration for aqueous solutions of H2 was
prepared by equilibrating a cubic cell of 444 H2O molecules
for 2 ns in an NPT ensemble (at P = 1 bar and T = 298 K).
Thereafter, the volume of the box was set to the average
of the NPT run (discarding initial 1 ns of the trajectory
for equilibration) and the system was further simulated in
an NVT ensemble for 1 ns. The converged box length was
L0 = 23.702 ± 0.0092 Å, corresponding to the liquid density
ρ0 = 0.998 ± 0.0012 g cm−3.

Then, 1, 2, 4, or 8 H2O molecules with the highest
intermolecular separation from immediate neighbors were
substituted by H2 molecules, keeping the initial cell volume
intact with respect to the bulk water. Each of the H2(aq)
systems was first equilibrated for at least 2 ns in an NPT
ensemble simulation in order to relax the box volume (at
P = 1 bar and T = 298 K). Next, the volume of the box was
set to the average value from the NPT run (discarding initial
0.5 ns of the trajectory) and a further 1 ns of equilibration in an
NVT ensemble was performed. Finally, for the production run,
the last NVT trajectory was continued and 16 initial conditions
were sampled from it every 10 ps in order to initiate NVE
trajectories of 100 ps length each. All the reported observables
(apart from the properties derived directly from the box
size) were averaged over the 16 NVE runs thus obtaining
proper canonical averages.64 The temperature during the NVE
simulations experienced no measurable drift and was on
average 297.8 ± 0.8 K for the H2(H2O)443 system.

C. Volumetric properties of H2(aq)
We initially look in more detail at the concentration-

dependent properties of the studied solutions. Note first that
even our most diluted solution is well above the solubility
limit of H2 in water, 0.0014 mol. % at T = 298 K,12 that is
ca. 160× less than in the H2(H2O)443 system. However, as
shown in a moment, extrapolation of our finite concentration
data to this almost infinite dilution limit is quite possible.
As seen in Fig. 2, density of the solutions depends
linearly on their molality (R2 > 0.999) and the intercept
is in perfect agreement with the bulk water density given
above, namely, ρ0 = 0.998 ± 0.0014 g cm−3. This linear
concentration dependence of density is generally expected
for moderately diluted non-electrolyte solutions. Basing on
the volumetric data, apparent molar volumes of H2(aq) were
calculated directly from the simulations as

ΦV (H2) =
V − (444 − n)V 0

mol (H2O)
n

, (2)

where V is the system volume with n H2 molecules and
V 0

mol (H2O) = 18.06 ± 0.02 cm3 mol−1 is the molar volume of
the pure water system. The dependence of this quantity on
concentration is shown in Fig. 3. The large error bars inΦV are
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FIG. 2. The dependence of the average density of the
studied (H2)n(H2O)444−n systems on the solution molality. Solid line shows
the linear least-squares fit, ρ =−0.025m+0.998. Error bars in ρ calculated
from the standard error of mean of cell volume.

FIG. 3. The dependence of the molar volume of H2 in the studied
(H2)n(H2O)444−n systems on the solution concentration. Solid line shows the
linear least-squares fit with Masson equation, Eq. (3). Error bars in ΦV

estimated from Eq. (2). Error bars in
√
c are smaller than the symbol size.

due to error propagation; this problem is equally well known
when working with experimental density data.65 While there
are several known equations for describing the concentration
dependence of this quantity, the simplicity of the empirical
Masson equation,66

ΦV = V∞mol + SV
√

c, (3)

seems to capture the essential nature of the observed
changes, as seen by the excellent quality of the least-
squares fit in Fig. 3. Here, SV is an empirical coefficient
and extrapolation to infinite dilution conditions allows for
the calculation of the limiting partial molar volume, V∞mol.
The value obtained from the intercept of the line in Fig. 3
is V∞mol (H2) = 19.8 ± 0.6 cm3 mol−1, very close to the molar
volume of pure water. It is also in very good agreement
with the most recent estimation based on extrapolating
the correlation from Raman spectroscopic data to standard
pressure, V∞mol (H2) = 16.9 cm3 mol−1.28 It is notable that
older values available in the literature fall in the range
25–27 cm3 mol−1.67,68 However, the present model seems to

capture the size effect of the tiny H2 molecule in accordance
with the current experimental data. In contrast to larger
model hydrophobic solutes that possess a sizable partial
molar volume in water (e.g., V∞mol (CH4) = 37.3 cm3 mol−1),69

molecular hydrogen readily incorporates into the water
network, at least in terms of the occupied volume. This
is further illustrated by examining the volume of the
Voronoi polyhedron containing the H2 molecule,70 which
is 31.5 ± 0.4 Å3 or 21.1 ± 0.3 cm3 mol−1 for the H2(H2O)443
system, in excellent agreement with the data in Fig. 3.

D. Structure of the H2 hydration shell in water

1. Radial distribution functions (RDFs)

The average solvation structure is best analyzed in terms
of the RDF, gi j(r), which presents spherically averaged density
fluctuations of site j with respect to site i. Moreover the
running integration of RDF gives the average number of sites
j around i and, in particular, yields the coordination number in
the first coordination sphere, CN, when integrated up to the first
minimum in RDF. The center of mass (CM) of the hydrogen
molecule was selected as the reference point to calculate the
RDFs for water oxygen and water hydrogen atoms around
solvated H2, gCM–Ow(r) and gCM–Hw(r), respectively, as shown
in Fig. 4.

The present RDFs are generally in very good agreement
with previous MD simulations results,31,34,35 although the
extensive sampling of the configuration space due to the long
simulation time applied in this work provides much better
statistics and thus smoother curves. The first maximum of the
CM–Ow RDF is located at 3.27 Å, while the first minimum
at 5.03 Å. The first hydration shell is thus very broad and
upon integration one obtains a rather large hydration number,
CN = 16.6. Considering the small size of the solute it is
apparent that not all of these water molecules interact directly
with H2. Comparison with the CM–Hw RDF reveals very
similar values of the first maximum (3.11 Å) and the first
minimum (5.35 Å). This is in stark contrast with the electrolyte
solutions, where the electrostatic interactions with the ions and

FIG. 4. The radial distribution functions, g (r ) (solid lines), and their running
integrals, N (r ) (dashed lines), for CM–Ow (red) and CM–Hw pairs (green) in
the H2(H2O)443 system.
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also H-bonding with the anions cause the water oxygen atoms
to be closer to the cations than the hydrogen atoms, while
the opposite is true for the anions. The apparent proximity
of both maxima observed here strongly suggests that water
molecules are positioned in such a way that both hydrogen and
oxygen atoms are preferentially located at the same distance
from the H2 CM. This is possible, e.g., with H2O molecules
located tangentially (in terms of their molecular plane) to
the intermolecular distance vector as generally postulated
for purely hydrophobic solutes.9 Another interesting feature
of gCM–Hw(r) is the presence of a “kink” in the curve at
ca. 3.6 Å. It was previously noted in an AIMD simulation of
H2(aq)35 and is a consequence of the well-known organization
of the hydration sphere of a hydrophobic molecule into two
sublayers.9 This feature is more prominent for the smaller
hydrophobic solutes and is usually explained by different
orientations of the hydrating water molecules as to best
accommodate into the H-bonded network of water, so that
the hydrogen atoms of the discussed molecules are tilted
either towards the solute or towards the second hydration
sphere, resulting in the two observable sub-populations in
gCM–Hw(r).

2. Two-dimensional distribution functions

The above observations about the apparent hydration
sphere structuring may be further confirmed by analyzing
two-dimensional radial-angular distribution function, g(r, β).
This approach was already used in the studies of H2(aq)
to show in detail (on the example of water OH bonds
orientations) the above-mentioned phenomenon of two sub-
populations of H2O molecules in the first hydration shell.35 In
order to put the stress on the inferred tangential orientation
of the nearest water molecules, we selected vector r, the
intermolecular CM–CM H2–H2O distance (with r = |r|), and
three intramolecular vectors of the water molecule: normal to
the H–O–H plane, n, the H–H vector, h, and the molecular
dipole, µ, so that β1 = ∠(r,n), β2 = ∠(r,h), and β3 = ∠(r,µ),
respectively. The probability distributions of all three angles
are shown in Fig. 5.

Notably, all the illustrated distributions reveal an intricate
structuring of the first hydration shell of H2 in water.

Focusing first on the normal vector n, it is obvious that the
strictly tangential orientation of water molecules (implying
∠(r,n) = 0◦) is not the most common one. We find the
distribution maximum at 3.17 Å and 25◦, suggesting that
the nearest water molecules are slightly “tilted” with respect
to the intermolecular vector. However, the maximum value
of g(r, β1) near 0◦ is only slightly lower and, in general, the
β1 values in the range 0◦–45◦ are preferred than larger ones.
Nevertheless, there is a non-negligible population of water
molecules located parallel to the intermolecular vector (so that
β1 = 90◦), but more about their detailed orientation (e.g., if
the molecular dipole points towards or away from the H2
molecule) may be inferred from other angular distributions.
The surface for ∠(r,h) shows two maxima within the first
hydration shell of approximately equal intensity. They are
located at (3.19 Å,90◦) and (3.29 Å,34◦). Interestingly, the
former is located more or less at the global maximum of
g(r, β1) (regarding r value), suggesting it describes the same
subpopulation of the first shell H2O molecules. Its identity
might be further inferred from g(r, β3), which also displays two
maxima, this time at (3.21 Å,66◦) and (3.55 Å,180◦). The first
one, in combination with the maxima of the two other angles at
r ≃ 3.2 Å, results in the most probable angular configuration
of the water molecules closest to the H2 molecule. Since
in this case β1 + β3 ≃ 90◦ and furthermore β2 = 90◦, it
immediately follows that the most probable orientation of
the immediate water molecules with respect to H2 is with the
H–H intramolecular vector perpendicular to the intermolecular
vector and tilted away from the solute by ca. 25◦. Note that
this makes the H2 solvated roughly with one of the lone
electron pairs on the oxygen atom of H2O. Perhaps the most
surprising is the presence of the other maximum of g(r, β3),
namely, at β3 = 180◦. This corresponds to an anti-parallel
orientation of H2O dipole with respect to the intermolecular
vector, i.e., with the molecular dipole pointing directly towards
the solute. However, this particular orientation is the least
attractive of the possible H2–H2O complex arrangements (cf.
Fig. S3 in supplementary material).57 Nevertheless, this has
only ∼8% smaller intensity than the global maximum at
β3 = 66◦. Additionally, its position is coincident with the
observed “kink” in the gCM–Hw(r) RDF mentioned above and
the respective area of higher probability in g(r, β3) extends up

FIG. 5. Two-dimensional probability distribution functions, g (r, β), in the H2(H2O)443 system for: (a) β1= ∠(r,n), (b) β2= ∠(r,h), and (c) β3= ∠(r, µ),
respectively. See text for the definition of vectors. Isolines are drawn on a logarithmic scale for −logg (r, β)= 1.4–2.1 in 0.1 log unit steps. Darker contours
indicate increasing probability (decreasing −logg (r, β)).
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to the first minimum of gCM–Ow(r) (cf. Fig. 4). This strongly
suggests that the second subshell of the first hydration shell of
H2(aq) is disordered enough to favor even the relatively most
repulsive H2O configurations.

3. Self-association of H2 in aqueous solution

Finally, we would also like to address the problem of
self-association of molecular hydrogen in aqueous solution,
as this can potentially alter its hydration shell structure, which
is discussed above solely on the example of the H2(H2O)443
system. As a convenient measure of the degree of this self-
association we can again apply the relevant RDF—this time
of the CM–CM pairs—and more specifically its running
integral, N(r). This is illustrated in a concentration-dependent
manner if Fig. 6. It is apparent from this figure, especially
for the two larger solute concentrations, that the H2–H2 RDFs
feature two prominent peaks that may be interpreted as contact
associates and solvent-separated associates with increasing r .
The first maximum (at 3.11 Å) coincides exactly with the
respective maximum in gCM–Hw(r) and suggests rather remote
direct contact considering the small size of the solute. The
position of the second maximum (at ca. 6.2 Å) is on the
other hand roughly equal to twice the CM–Ow distance in the
first hydration sphere, as inferred from gCM–Ow(r), confirming
single solvent molecule separation in such associates. The
degree of association can be measured by integration of
gCM–CM(r) up to the first and the second minimum to obtain the
average number of contact and (contact + solvent-separated)
associates per solute molecule, respectively (N1 and N2, see
inset in Fig. 6). Both of these numbers depend linearly on
molality and the relations have nearly equal zero-crossing,
suggesting that below ca. 0.2 mol kg−1 solute association
is absent in H2(aq). The linear relationship implies constant
degree of association in the studied concentration range. More
importantly, low values of N1 (≤0.2) indicate that solute self-
association plays a negligible role at moderate concentrations

FIG. 6. The CM–CM radial distribution functions, g (r ), of the studied
(H2)n(H2O)444−n systems for n= 2 (red), n= 4 (green), and n= 8 (blue). (inset)
The dependence of the running integrals of g (r ) up to the first minimum, N1
(squares), and the second minimum, N2 (circles), on the solution molality.
Solid and dashed lines show the respective linear least-squares fits.

and should not influence the long-term dynamic and static
observables reported here.

E. Dynamics of the hydrated H2

1. Diffusion

It has been known for a long time that small hydrophobic
solutes display interesting dynamical properties in an aqueous
solution, most notably the “anomalous” fast diffusion, faster
than the self-diffusion of H2O. This is equally true for H2(aq),
however, due to the experimental uncertainties related to
its meager solubility in water, the values given for its self-
diffusion coefficient at 298 K, DH2, span a large range from
ca. 3 to ca. 7 · 10−9 m2 s−1.71 More recent experiments narrow
this range to 3–5 · 10−9 m2 s−1,72,73 i.e., roughly 1.5–2× the
self-diffusion coefficient of water (2.3 · 10−9 m2 s−1).74 The
latter qualitative estimate has been often used to gauge the
accuracy of MD simulations results.34,35 Therefore, we first
obtain the self-diffusion coefficient of Amoeba water for
comparison purposes.

In this work, both mean square displacement (MSD) of the
molecular CM and the Green–Kubo approach by integrating
the autocorrelation function (ACF) of the CM velocity were
used to calculate the self-diffusion coefficients, see Eq. (4),

D =
1
6

lim
t→∞

d


∆r2(t)�
dt

=
1
3

 ∞

0
⟨v(t)v(0)⟩ dt . (4)

In Table II, the DH2O values were obtained from the current
simulations in order to achieve best consistency with the
respective values for H2. To minimize the solute influence
on solvent mobility, only the H2O molecules outside the
first hydration shell of H2 in the least concentrated system
were considered in the ensemble averaging. This exclusion of
coordinated water molecules is particularly important, since it
is well-known that water molecules in hydrophobic hydration
shells diffuse more slowly than in the bulk.75 Self-diffusion
coefficients were calculated by averaging the time derivative
of the MSD or the finite integral of the velocity ACF (see
Eq. (4)) in the t = 10–60 ps range. The calculated value of
DH2O, ca. 1.7 · 10−9 m2 s−1, is approximately 25% lower than
the experimental one. More commonly, DH2O = 2 · 10−9 m2 s−1

is given for Amoeba water.41,49,76 A slightly smaller value
(1.9 · 10−9 m2 s−1) was also given in a recent publication.77

Additionally, a recent determination of this property for a
bulk water system of similar size as in this work gave
the same value as reported here.40 Admittedly, the Amoeba

TABLE II. Self-diffusion coefficients obtained from mean square displace-
ment and velocity autocorrelation function, DMSD and DACF (Eq. (4)) and
the respective experimental values, Dexp.

Moleculea DMSD DACF Dexp/10−9 m2 s−1

H2 3.10 ± 0.30 3.00 ± 0.10 3.0b

H2O 1.74 ± 0.02 1.71 ± 0.01 2.3c

aIn the H2(H2O)443 system.
bReference 73.
cReference 74.
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water model has an inherent tendency for retarded water
mobility, but the deviation from experiment is acceptable
and furthermore, the reproduction of trends in experimental
self-diffusion coefficients in a wide temperature and pressure
range40 confirms the applicability of the model for predicting
mass transport phenomena. The most important potential
source of error in our reported DH2O value is the lack
of convergence with respect to system size. This effect
is, however, easily taken into account by a size-dependent
correction factor ∆D = kBTξ/(6πηL) for a system with box
length L and velocity η, with ξ ≃ 2.8373.78 Substituting the
data for the H2(H2O)443 system (using bulk water viscosity
as an approximation, η = 8.9 · 10−4 Pa s),79 the correction is
found to be ∆D = 0.3 · 10−9 m2 s−1, making the obtained self-
diffusion coefficient exactly equal to the above-cited value
DH2O = 2 · 10−9 m2 s−1 that is most commonly given for
Amoeba water.

As seen in Table II, the calculated value of DH2 is
in excellent agreement with experiment (however, note the
rather large range of experimental values as discussed above).
Just like DH2O, it was determined for the H2(H2O)443 system
in order to exclude the possible influence of contact associates
present. However, the average self-diffusion coefficients of
H2 determined from the more concentrated systems span
the range 2.8–3.2 · 10−9 m2 s−1 without any apparent trend
with increasing m but rather reflecting the uncertainty of
the method. We note here that the Amoeba force field gives
also very accurate values of the self-diffusion coefficient of
aqueous atomic hydrogen.36

At this point, we would like to address the possible
impact of nuclear quantum effects (NQEs) inclusion in the
present simulations, since H2 is a molecule for which NQEs
are generally suspected to play a non-negligible role. The
quantization of the nuclear wavefunction of H2 as a solute
in water was attempted only once via nonadiabatic surface
hopping quantum MD to study the influence of NQE on
solute transport in a classical solvent bath.34 While the static
solvation structure revealed only slight influence of the NQE
inclusion, the self-diffusion coefficient of H2(aq) was found to
increase by ca. 40% upon quantization. Although a substantial
increase, this effect is generally comparable to the NQE
influence on liquid water itself. While NQE have never been
considered explicitly for the Amoeba force field, they well
thoroughly studied for another flexible and polarizable water
model, TTM2.1-F.80 It turned out that after NQE inclusion
the self-diffusion coefficient of liquid water was found to be
ca. 50% greater than its classical counterpart.81 Although the
quantum to classical DH2O ratio is found to be particularly
sensitive to the force field used in the simulations,82 the
TTM2.1-F and Amoeba water models share specific properties
(e.g., IR spectrum)76,81 that strongly suggest the similarity of
their dynamic behavior. To conclude, the NQE influence on
dynamical properties is suspected to be similar for the solute
and for the solvent in the present study. Considering that
comparable classical methodologies enjoy a relative success in
the elucidation of H2 clathrate and aqueous solution structure
and dynamics,22,25,26,32,33 the validity of the presented results
seems to be well established in spite of neglecting the NQE
influence.

Following the analysis from the previous study of H(aq),36

we also investigate in detail the behavior of the ∆r2(t) function
in different time regimes in order to characterize the physical
mechanism governing the solute MSD over time, see Fig. 7.
For the purpose of this figure the (H2)8(H2O)436 system was
chosen for clarity in order to minimize the noise in ∆r2(t) at
large t values.

In the short time regime, the motion of H2 molecules is
essentially ballistic, i.e., it is determined by direct collisions
with the hydrating water molecules and ∆r2(t) = ⟨vCM⟩2t2,
where ⟨vCM⟩ is the average CM velocity of H2. Accordingly,
in this time frame ∆r2(t) ∝ t2 as seen in Fig. 7. Additionally,
we show there the MSD of the H2 molecules in the studied
gas phase system, where the molecular motion is truly
ballistic at our conditions close to ideal gas. The perfect
correspondence of the aqueous solution and the gas phase
MSD time dependence up to ∼40 fs confirms the existence
of ballistic regime on a time scale characteristic for water
librational motion (ν̃ ≈ 650 cm−1).

In the long time regime, the steady-state diffusion process
governed by Fick laws is dominant and MSD becomes
proportional to t. In this regime (at observation time above
10–20 ps), the static self-diffusion coefficient, DH2 as shown
in Table II, becomes the relevant property characterizing
the diffusion process. Most interesting is, however, the
intermediate regime that in the present case of H2(aq) extends
roughly from 0.1–2 ps. In this time period, ∆r2(t) ∝ tλ with
λ < 1 and this sublinear MSD time dependence is known as
dispersive transport and is connected with the emergence of
solvent cages trapping the solute before the actual diffusion
takes place. In the frequency domain, this time lag corresponds
to ν̃ ≈ 10–350 cm−1, i.e., the terahertz (THz) range. It is well
known that the vibrational spectrum of liquid water in this
range is dominated by the tetrahedral modes of the water
H-bond network.83 This suggests that the cage lifetime is
comparable to the lifetime of the local solvation environment
of the water molecules. If the fast cavity diffusion were an

FIG. 7. The dependence of the mean square displacement of CM of H2
molecules in the (H2)8(H2O)436 system (red) and in the gas phase (green)
on the correlation time, plotted on a log–log scale. Dashed lines show the
approximate behavior in the intermediate time and long time regimes, while
labels indicate the t power in the functional dependence of ∆r2(t) in each
regime.
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explanation for increased mobility of H2 then the intermediate
regime would be either very short or non-existent, since
cavity would diffuse with the solute and the process would
be governed by the long time mechanism.35 Since ∆r2(t) ∝ tλ

remains true for an extensive part of observation time, a more
likely explanation would be some sort of intercage hopping
of the solute with the cages being opened by the translational
motion of water molecules in the H-bond network or H-bond
bending. However, the determination of the activation energy
of this process requires additional temperature-dependent
simulations.

2. Orientational relaxation

Orientational relaxation in condensed phases is usually
described by following the time ACF of the molecular
orientation,

Cγ
l
(t) = ⟨Pl [uγ(t)uγ(0)]⟩ , (5)

where Pl is the Legendre polynomial of rank l and uγ is
the unit vector along the chosen molecular axis γ.84,85 Of
particular importance is the second order C2(t) function that
is experimentally accessible in mid-infrared (IR) pump-probe
spectroscopy, while its time integral,

τ2 =

 ∞

0
C2(t) dt, (6)

can be obtained through measurement of the spin-lattice
relaxation time in nuclear magnetic resonance (NMR)
spectroscopy, although limited time resolution of this
technique provides only an average of the molecular
reorientation times according to different mechanisms.86

For aqueous molecular hydrogen, it was often argued that
isotropic intermolecular potential (i.e., single LJ interaction
site representing the H2 molecule CM) is an adequate
approximation considering the essentially free rotation of the
guest molecule in the solvent cage.21,22 This isotropic potential
was often accompanied by a set of charges reproducing the
quadrupole moment of H2.26,32 It was found experimentally
that in the sII type clathrates the rotational spectrum of H2 is
essentially unchanged with respect to the gas phase spectrum,
implying unhindered rotation of the guest molecules.19 Also
first principles calculations support the idea of almost isotropic
nature of the H2–H2O interactions in this type of clathrates.25

For the sake of compatibility with the Amoeba force field
our model of the H2 molecule is fully atomistic (i.e., with
atomic quadrupoles and LJ interaction sites) and we would
like to check if this changes the conclusions about H2 rotation
in the solvent cages. In Fig. 8, we show the time dependence of
the second-rank orientational ACF, C2(t) (Eq. (5)), again in the
(H2)8(H2O)436 system in order to minimize the noise in data.
The first noteworthy remark is that C2(t) decays extremely
fast in comparison to molecular liquids such as water.86

However, we also find two regimes in the orientational ACF,
as clearly seen by two approximating curves in the figure.
At very short times (below 0.04 ps), the orientational ACF
shows a clearly Gaussian behavior, C2(t) = exp(−t2/τ2

G) with
τG = 0.019 ± 0.001 ps. Note that this roughly corresponds to

FIG. 8. The time dependence of the second-rank orientational ACF, C2(t), of
the H–H intramolecular vector of H2 molecules in the (H2)8(H2O)436 system
(red), plotted on a semi-log scale. Dashed line shows the Gaussian fit at
t < 0.04 ps, while solid line shows the exponential fit at 0.06 < t/ps < 0.25.

the time regime of ballistic motion of solvated molecules, cf.
Fig. 7.

On a slightly longer time scale, the expected exponential
dependence of C2(t) is evident, although its time constant
is much smaller than for typical molecular liquids. Setting
C2(t) = C◦2 exp(−t/τD), we find τD = 0.10 ± 0.02 ps. For
comparison, experimental values for bulk liquid water at
ambient conditions range from 1.7 to 2.6 ps.87 For water,
C2(t) reaches its limiting exponential behavior after ca. 1 ps,
while for solvated H2 it is essentially zero (excluding the
noise) after the range shown in Fig. 8, i.e., at t ≈ 0.4 ps
the memory of initial orientation is basically forgotten. The
average orientational correlation time (irrespective of the
mechanism) as defined by Eq. (6) is τ2 = 0.035 ± 0.005 ps,
again to be compared with ca. 1.5 ps obtained for the rotation
of the O–H bond in liquid water.84 In any case, the obtained
values of characteristic rotational correlation times of H2 in
water allow us to conclude that the rotational motion of the
solute is essentially decorrelated before reaching the cage
boundary in the process of inter-cage transfer, cf. Fig. 7.
Therefore, the notion of isotropic nature of the solute–solvent
interactions by rotational averaging is highly justified.

3. Isotropic Raman spectra

Raman spectroscopy has been an important tool in
studying aqueous solutions of hydrogen gas. The purely
rotational Raman spectrum of H2 in the S-branch (with the
selection rule ∆J = +2, where J is the rotational quantum
number) coincides with the more intense water librational
band, especially the two principal peaks J = 1 → 3 and
J = 0 → 2 at ∼600 and ∼350 cm−1, respectively.29 On the
contrary, the H2 stretching vibration range (i.e., the Q-branch
with ∆J = 0) is located above all vibrational transitions of
water and recent measurements led to a detailed assignment
of the first four rotational levels Q(J) for J = 0–3.28 The
location of the principal peak, Q(1), was found to vary
linearly with the hydrogen pressure with the limiting value of
4139 cm−1 at zero pressure as compared to the gas phase result,
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4155 cm−1. Quantitative spectra measurements combined with
a simple thermodynamic model gave very accurate results for
hydrogen solubility in water and volumetric properties of
the solution.28 The Q-branch Raman spectroscopy was also
successfully used in determining the properties of hydrogen
clathrate hydrates, with the sII clathrate Q-branch spectrum
red-shifted to 4120–4150 cm−1 depending on thermodynamic
conditions.19 The H2 saturated water ice also exhibits a red
shift of the Q-branch spectrum by ca. 20 cm−1.18

Since the newly developed H2 model is fully polarizable,
we would like to test its applicability to predict Raman
spectra of H2 solutions. The theory behind the computation
of Raman spectra from molecular dynamics simulations is
well known and routinely applied.88,89 In the framework
of linear response theory, the isotropic Raman spectrum is
calculated by Fourier transforming the ACF of the isotropic
component of the polarizability tensor (ᾱ = 1/3 Tr α), which
may be obtained from MD simulations by calculating the
electric dipole induced by a static external electric field, see
supplementary material for details.57 Raman spectra calculated
for gas phase hydrogen and its aqueous solution are shown
in Fig. 9. The spectra were smoothed for presentation by
convolution with a Gaussian filter of 5 cm−1 width.

Our gas phase spectrum is blue shifted by 180 cm−1 with
respect to the experiment. In terms of the widely applied
scaling concept this corresponds to a scaling factor of 0.9585.
The magnitude of this shift is similar to the blue shift of the
main νOH band of H2O which is found—irrespective of the
H2 concentration—at 3600 cm−1 in our calculated solution
spectra, while the experimental isotropic spectrum of liquid
water has a maximum slightly below 3400 cm−1.90 The blue
shift of the bands with respect to experiment generally reflects
too harmonic nature of the underlying fluctuations (here in
polarizability), and has been already observed for flexible and
polarizable water with a very similar value of the scaling
factor.91 The blue shifts in Raman spectra were then attributed
to the absence of the NQE in the simulation. Although the
NQE influence on liquid water vibrational spectra is sensitive

FIG. 9. Isotropic Raman spectra in the H2 Q-branch range in the H2(H2O)443
system (red) and in the gas phase (green). (inset) The dependence of the shift
of the peak wavenumber at maximum intensity with respect to the gas phase
value (4341±1 cm−1), ∆ν̃ = ν̃aq− ν̃gas, on the solution molality. Solid line
shows the linear least-squares fit.

to the exact treatment of the nuclear motion quantization,
in particular, to whether (approximately) fully quantum or
mixed quantum-classical approach is used,92 the quantum
IR spectrum of liquid H2O obtained via centroid MD for
the already discussed TTM2.1-F water model clearly exhibits
a red shift of the νOH band by ca. 250 cm−1 with respect
to the classical spectrum.81 Therefore, the blue shift of the
high-frequency part of the Raman spectrum with respect
to experiment as observed in Fig. 9 can be unequivocally
attributed to the absence of NQE in our force field, in line
with previous statements.91

In any case, observation of the relative trends in
the spectra with increasing solute concentration is even
more important than absolute quantitative reproduction of
experimental results. In the inset of Fig. 9, we show the
dependence of the shift of the H2 Q-branch peak position
at maximum intensity with respect to the gas phase value
(∆ν̃ = ν̃aq − ν̃gas, with ν̃gas = 4341 ± 1 cm−1) on the solution
molality. This shift is perfectly linear with molality, in
accordance with the experimental data, where a similar
relation with respect to the hydrogen pressure was observed.28

The intercept of this relation, ∆ν̃∞ = −33 ± 4 cm−1, gives the
limiting value at infinite dilution. This is ca. 2× larger than the
experimental result at zero pressure (−16 cm−1),28 so that our
model exaggerates the relative trends with concentration (or
equivalent equilibrium pressure). However, given the errors in
the computation of vibrational spectra from MD simulations,
such clear reproduction of experimental trends should be
considered a success of the present H2 model.

Since the Q-branch is clearly red-shifted for solvated
H2 with respect to the gas phase, this must imply some
change in its polarizability tensor upon solvation, i.e., the
existence of intermolecular polarization due to solute–solvent
interactions. In search for the origin of this effect, we looked
at the induced dipole of molecular hydrogen in aqueous
solution. The permanent dipole of H2 is of course zero, but the
polarizability of its atomic sites gives rise to dipoles induced
by fluctuating local electric field due to the solvent.93 We find
that the mean value of this induced dipole is µind = 0.076 D for
aqueous H2. However, as demonstrated recently for aqueous
Na+, even smaller values of induced dipole can lead to
observation of interesting solute–solvent polarization effects
in the IR spectra.94 Here, the seemingly insignificant value of
µind is found to distinctly alter the isotropic Raman spectrum
of H2(aq) thus revealing the competitive predictive power of
polarizable molecular models.

IV. CONCLUSIONS AND OUTLOOK

In the present paper, aqueous hydrogen molecule is
studied with molecular dynamics simulations at ambient
temperature and pressure conditions. For this purpose, a new
flexible and polarizable H2 molecule model was developed
with the aim of maximal compatibility with the Amoeba
force field for liquid water. The crucial van der Waals energy
component was parametrized by fitting to high level electronic
structure calculations of the H2–H2O complex, with other
components of the model developed according to previous
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guidelines. Careful testing of the novel H2 model proves that
it adequately reflects the structural, dynamic, and spectral
properties of H2(aq).

The obtained RDFs are in very good agreement with
previous literature reports. Combining them with two-
dimensional, radial-angular distribution functions allows us
to conclude that the first hydration shell water molecules
accommodate the H2 molecule without major structural
distortions and their orientation—as opposed to strictly
tangential—is such that the solute is preferentially solvated
with one of the free electron pairs of H2O. The tendency of
the solvent to maintain its H-bond network allows the more
remote first-shell molecules to adopt even orientations highly
unfavorable in the isolated H2–H2O complex.

The calculated self-diffusion coefficient of H2(aq) agrees
very well with experimental results. As noted in the previous
investigations, it is slightly more than 1.5× larger than for
bulk water. Additionally, time dependence of the mean square
displacement of H2 center of mass suggests the presence
of caging on a time scale corresponding to hydrogen bond
network vibrations in liquid water that is experimentally
accessible with THz spectroscopy. Second-rank orientational
correlation function of H2 experiences fast decay on an
extremely short time scale, making the H2–H2O interaction
potential essentially isotropic by virtue of rotational averaging.

The inclusion of explicit polarisability in the model allows
for the calculation of Raman spectra that agree very well
with available experimental data on H2(aq) under differing
pressure conditions, including accurate reproduction of the
experimentally noted trends with the solute pressure. This is
made possible by non-negligible dipole induced in H2 by the
solvating water molecules.

The applicability of the present model for calculations of
a wide array of structural and dynamic properties of H2(aq),
combined with the already proven ability of the Amoeba force
field to reproduce liquid water properties in wide pressure and
temperature range, makes it a promising candidate for future
studies of the H2–H2O system under different thermodynamic
conditions, including solid clathrates, hydrothermal solutions,
and high hydrostatic pressure conditions.
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94M. Śmiechowski, J. Sun, H. Forbert, and D. Marx, Phys. Chem. Chem. Phys.

17, 8323 (2015).

 26 February 2024 10:24:41
D

o
w

nl
o

ad
ed

 f
ro

m
 m

o
st

w
ie

d
zy

.p
l

http://dx.doi.org/10.1063/1.448118
http://dx.doi.org/10.1063/1.1287333
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://www.ccp5.ac.uk/infoweb/knowledge_center/smith.pdf
http://dx.doi.org/10.1063/1.470117
http://dx.doi.org/10.1021/ct200304d
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1063/1.4938571
http://dx.doi.org/10.1139/p59-070
http://dx.doi.org/10.1021/ct050190+
http://dx.doi.org/10.1021/ja01014a023
http://dx.doi.org/10.1080/00268977000101561
http://dx.doi.org/10.1021/cr030047d
http://dx.doi.org/10.1080/14786440808564880
http://dx.doi.org/10.1021/je00027a005
http://dx.doi.org/10.1021/je00027a005
http://dx.doi.org/10.1021/j100665a024
http://dx.doi.org/10.1016/S0016-7037(99)00330-0
http://dx.doi.org/10.1063/1.3215722
http://dx.doi.org/10.1021/cr60231a002
http://dx.doi.org/10.1029/JC092iC10p10767
http://dx.doi.org/10.1139/v77-196
http://dx.doi.org/10.1039/b005319h
http://dx.doi.org/10.1063/1.437241
http://dx.doi.org/10.1021/jp403802c
http://dx.doi.org/10.1021/jp309312q
http://dx.doi.org/10.1021/jp0477147
http://dx.doi.org/10.1063/1.555581
http://dx.doi.org/10.1021/jp056477k
http://dx.doi.org/10.1063/1.2759484
http://dx.doi.org/10.1063/1.3167790
http://dx.doi.org/10.1073/pnas.0914885107
http://dx.doi.org/10.1063/1.1387447
http://dx.doi.org/10.1080/00268978200101361
http://dx.doi.org/10.1146/annurev.physchem.012809.103503
http://dx.doi.org/10.1146/annurev.physchem.012809.103503
http://dx.doi.org/10.1126/science.1122154
http://dx.doi.org/10.1039/c3cp44302g
http://dx.doi.org/10.1039/c3cp44302g
http://dx.doi.org/10.1021/ct4005307
http://dx.doi.org/10.1063/1.442629
http://dx.doi.org/10.1021/jp111308f
http://dx.doi.org/10.1063/1.4901214
http://dx.doi.org/10.1021/jp410720y
http://dx.doi.org/10.1021/jp410720y
http://dx.doi.org/10.1039/C4CP05268D
http://mostwiedzy.pl

