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Abstract — The methodology of semantic clustering analysis 

of customer’s text-opinions collection is developed. The 
author's version of the mathematical models of formalization 
and practical realization of short textual messages semantic 
clustering procedure is proposed, based on the customer’s 
text-opinions collection Latent Semantic Analysis knowledge 
extracting method.  An algorithm for semantic clustering of 
the text-opinions is developed, the distinctive characteristics 
of which is the introduction of concepts and methods of 
identification point of reference in the scale of text-opinions 
collection closeness determination;  instrument of the 
documents’ closeness degree identification; measure of 
similarity between pairs of documents. The version of 
quantitative evaluation of the clustering results is developed. 
The concepts of resolving power of the method of semantic 
clustering and level of the clustering procedure quality are 
proposed. Analysis of the specific features and the 
effectiveness level of various distance measures is conducted. 

Keywords — semantic clustering; text-opinions; Latent 
Semantic Analysis; closeness; measure of similarity 

I. INTRODUCTION 

One of the Business Intelligence objectives is the 
clustering of text-messages, documents, links, which 
dedicates to identifying the semantically related texts in 
the multidimensional space of the information features as 
well as the definition of cluster centers, which are topical 
headings (abstracts) [1-5]. The most clustering techniques 
are practically reduced to the classification problem 
solution [5-7] and are based on simple vector markup 
model (Vector Space Model) – classical model in the field 
of information retrieval. 

Within this model a document is described by a vector 
in which each term used in the document is associated 
with its importance (weight) in the framework of this 
document. Importance of the term is based on statistical 
information about the occurrence of terms in this 
document and/or another documents. Clusters description 
is also represented by a vector, and for evaluation of the 
documents closeness and describing the cluster, a scalar 
product of vectors of cluster (class) description and the 
vector of the document are used. 

However, this problem can be solved only if we have 
the vector of the class description, preliminary composed 
by experts. 

The clustering problem is the following: to divide the 
sample into disjoint subsets called clusters, so that each 
cluster is composed of objects that are close to the metric 
ρ, and objects of different clusters are differed 
significantly. At the same time the clusters quantity and 
their characteristic features are unknown in advance. 

One of the perspective directions of automation of the 
text messages clustering process is Latent Semantic 
Analysis (LSA), allowing to identify the structure of 
semantic relationships between words used by the 
statistical analysis of a large group of documents. Due to 
this method we can automatically distinguish different 
shades of meaning of the same word in the context of its 
use. 

II. OBJECTIVES 

Clustering problem solving, especially in the context of 
its application for the analysis of text messages, is 
fundamentally ambiguous, and there are several reasons. 

Firstly, there does not exist a clustering quality 
criterion, which is definitely the best. There is a number of 
quite reasonable criteria, as well as a number of algorithms 
that do not have clearly expressed criterion, but perform 
reasonable clustering "by construction". All of them can 
give different results. 

Secondly, the number of clusters is usually not known 
in advance and are set in accordance with some subjective 
criteria. 

Thirdly, the clustering result depends strongly on the 
metric ρ, the choice of which is typically subjective and 
also determined by the expert. 

For the improvement of quality of the text messages 
clustering procedure the following goal has been set by 
authors – development and research of the methodology 
of semantic clustering analysis on the example of the 
Product Customer Opinions. 

To accomplish this goal it is necessary to perform the 
following research tasks: 

1. Formalization of a mathematical model of short 
text messages semantic clustering based on the LSA 
method of extracting knowledge from a text-opinions 
collection. 
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2. Development of clustering algorithm of text-
opinions collection via the improvement of the measure of 
documents similarity calculating algorithms. 

3. Formalization of the algorithms of quantitative 
identification of clustering procedure results. 

4. Identification of the features and the effectiveness 
of various distance metrics underlying the improved 
algorithms for calculating a measure of the documents 
similarity. 

III. MATHEMATICAL MODEL OF THE CUSTOMER’S TEXT-

OPINIONS COLLECTION 

The expanded and modified version of the semantic 
clustering of customer’s text-opinions collection model 
formalization in the form of an algebraic system is 
proposed. 

The general model of semantic clustering (MSCs) is 
suggested to be submitted in the form of the following 
system: 

 F,C)dist(f,M,TR t   

where:  
T – the set of customer’s text-opinions τ; 
M – the algorithm of knowledge extraction from 

customer’s text-opinions collection; 

)dist(f t  – clustering algorithm: the projection T 

→С, which to any object t∈T assigns the label of cluster 
c∈C. Moreover, it is assumed that the set of labels in C is 
defined by experts. 

tdist  – the function of the distance used to determine 

the closeness (belonging) of the document to the cluster; 
C – non-empty set of the contextual clusters (the 

results of the customer’s text-opinions collection τ 
division); 

F – non-empty set of the contextual clusters 
descriptions (lists of key words and their significance). 

For further consideration of texts as objects of 
clustering and extraction of significant attributes of their 
classification, the following concepts are introduced and 
formalized: 

1. Lexical unit (term) wi – keyword: forms of the 
word (stemming results – the procedure of the words bases 
selection) except for the words that have no semantic load 
(prepositions, pronouns, etc.). 

2. The frequency identifications 
iwD  of the term 

occurrence wi in the document tj: 
– relative frequency of the w-th term occurrence in 

document t: 


)L(S

)L,w(k
)t,w(TF

t

t  

where )L,w(k t
 – the number of w-th term occurrences 

in the text t; )L(S t
 – the total number of terms in the text 

of t.  
– inverse frequency of the w-th term occurrences in 

a set of text-opinions collection τ:  


),w(m

n
log),w(IDF 2


  

 where n  – the total number of the documents  in a set 

τ;  ),w(m   – the number of the documents in a set τ, 

which contains the term w; 

–  standardized value ),w(IDFN  :  


),w(m

n
log

nlog

),w(m

n
log

),w(IDF n

2

2

N





  (4)

This value, according to [18], determines the amount 
of information associated with the onset of the event "with 
a random choice of τ opinions found in this document, at 
least one occurrence of w-th term". For computing the 
value of the correctness of calculation suggest that 

if 0),w(m  , then 1),w(IDFN  ; 

– weight (importance) of the w-th term of the text t in 
the text-opinions set τ is determined by the normalized at 
range [0,1] non-negative value: 



),w(IDF)t,w(TF)t,w(TFIDFD NNwi




(5)



The weight of w-th term, calculated this way, is 
proportional to the frequency of its usage in the document 
and is inversely proportional to the frequency of the use of 
the term in other documents in the collection. 

3. Plane model 
ttt D,Mod   of text-opinion t is 

offered as a combination of the following elements: 
– the one-dimensional vector of the terms 

  tS

1iit w


 , which text-opinions contain,  where tS  – 

the total number of terms in the document  t; 
– the one-dimensional vector of the terms frequency 

identifications of the  document  
St2i wwwt D,..,D,DD  ; 

4. The method of knowledge extraction from 
customer’s text-opinions collection M. 

As a method of knowledge extraction from customer’s 
text-opinions collection in order to create the 
multidimensional document’s model proposes to use the 
tools of LSA [8-16]. This method is based on the idea that 
the totality of all the contexts in which the terms are 
occurred and not encountered, defines a set of mutual 
constraints, which in a large extent allow determining the 
similarity of meanings of words and sets of words between 
each other. 

The most common version of LSA is based on the 
Singular Value Decomposition (SVD), which allows 
reflecting basic structure of the different dependencies that 
are present in the original matrix. The mathematical basis 
of the method is as follows: 

Formally let A be the nm  term-document matrix of 

the document’s collection. Each column of A corresponds 
to a document. The values of the matrix elements ]j,i[A  

represent the frequency identifications 
iwD  of the term 

occurrence wi in the document tj: 
iwD]j,i[A   . The 
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dimensions of A, m and n, correspond to the number of 
words and documents, respectively, in the collection. 

Observe that B = ATA is the document-document 
matrix. If documents i and j have b words in common then 

b]j,i[B  . On the other hand, TAAC   is the term-term 

matrix. If terms i and j occur together in c documents then 

c]j,i[C  . Clearly, both B and C are square and 

symmetric; B is an mm  matrix, whereas C is an nn  

matrix. Now, we perform an SVD on A using matrices B 

and C as described in the previous section: TUSA  , 

where S is the matrix of the eigenvectors of B, U is the 
matrix of the eigenvectors of C, and Σ is the diagonal 
matrix of the singular values obtained as square roots of 
the eigenvalues of B. 

In LSA we ignore these small singular values and 
replace them by 0. Let us say that we only keep k singular 
values in Σ. Then Σ will be all zeros except the first k 
entries along its diagonal. As such, we can reduce matrix Σ 
into Σk  which is an kk   matrix containing only the k 

singular values that we keep, and also reduce S and UT , 

into Sk  and T

kU , to have k columns and rows, respectively. 

Of course, all these matrix parts that we throw out would 
have been zeroed anyway by the zeros in Σ. Matrix A is 
now approximated by: 


T

kkkk USA   

Observe that since kS , k  and T

kU  are km , kk  , 

and nk matrices, their product, kA  is again an nm  

matrix. Intuitively, the k remaining ingredients of the 
eigenvectors in S and U correspond to k “hidden concepts” 
where the terms and documents participate. The terms and 
documents have now a new representation in terms of 
these hidden concepts. Namely, the terms are represented 

by the row vectors of the km matrix: kkS  ,  whereas 

the documents – by the column vectors of the nk matrix 
T

kkU .  

Thus, the basic idea of LSA is that a matrix kA  

containing only the k first linearly independent 

components A  and represents the basic structure of the 
associative dependency of the original matrix, and at the 
same time does not contain noise. 

5. K-dimensional model of the text-opinions 
collection represented by the array of indexed vectors-
models of: 

– terms  k

w

kk

w

k

w
m2w1

SD,..,SD,SDSD  ; 

– documents  kkkk

t
nt2t1t

UD,..,UD,UDUD   , 

in the common k-dimension space (the so-called 
hypothesis space). 

6. The function of distance underlying the clustering 

algorithm )dist(f t  and used to determine the closeness 

(belonging) of the document to the cluster, based on the 
following assumptions: to measure the degree of closeness 
between the documents it is proposed to use the standard 
distance metrics, namely: 

a. Euclid distance [18]. 

b. Hellinger measure [19]. 
c. Metric of closeness within multinomial model [20]. 
d. Cosine measure [21]. 

IV. SEMANTIC CLUSTERING ALGORITHM OF THE 

CUSTOMER’S TEXT-OPINIONS COLLECTION 

In the semantic clustering algorithm of the 

customers text-opinions collection )dist(f t  it is 

proposed to use the author's concept of the standard 
distance interpretation in conjunction with the LSA 
method results. 

Step 1: The reference point on the scale measuring the 
closeness degree of the customer’s text-opinions collection 
determination. 

Step 2: The closeness degree of the documents 
identification. 

Step 3: The measures of similarity between pairs of 
documents recognition. 

This algorithm is based on the following heuristics: 
Heuristic 1. As a point of reference in the scale of the 

customer’s text-opinions collection closeness 
determination can be used a coordinate of the term  

 k21k SD,..,SD,SDCentroid   (group of terms) with 

the highest total weight: 

 }Dmax{D
n

1i

Centroid

iwiw 


  

The high weight of this term among the customer’s 
text-opinions collection indicates the presence of at least 
one cluster, the center of which is this centroid term (term 
group). 

Heuristic 2. As an instrument of the documents’ 
closeness degree identification should be used the 

reference dimensional coordinate 
it

dist  – the distance 

between the indexed vectors-models of the documents and 
coordinates of a point of reference in the scale of the 
customer’s text-opinions collection closeness 
determination. 

Heuristic 3. The measure of similarity i,1iK  between 

pairs of documents is justified to consider the difference 
between the values of their relative spatial coordinates 

it
dist : 

 i1ii,1i distdistK    (8)

While documents shall be sorted in ascending order of 

values 
it

dist . 

Taking into account the heuristics introduced in 
consideration with determining the relative dimensional 

coordinates 
it

dist , it is encouraged to use the following 

author's concepts of standard distance metrics: 
Euclid distance:  

  
2k

1i

ii

it SDUD)Centroid,t(Euclideandist
iti 



  (9)
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Hellinger measure:  

  



k

1i

ii

it SDUD1)Centroid,t(Hellingerdist
iti

 (10)

Metric of closeness within multinomial model of text 
representation:  






k

1i

SDi

it

i

iti
)UD()Centroid,t(lMultinomiadist  (11)

Cosine similarity measure:  



2
k

1i

i2
k

1i

i

k

1i

ii

it

)SD()UD(

SDUD

)Centroid,tcos(dist

it

it

i














(12)

Then the cosine of the angle between the documents 
vectors, which are sorted in ascending order of values 

it
dist , will be determined according to the relationship: 



)Centroid,t(cos1)Centroid,t(cos1

)Centroid,tcos()Centroid,tcos(

))Centroid,t()Centroid,tcos((

i

2

1i

2

i1i

i1i











  

By using the non-negative words’ weights the cosine 
measure of similarity between the pairs of documents 
takes values in the range [0, 1], so for evaluation of the  
vectors difference the following formula are used: 

 ))Centroid,t()Centroid,tcos((1K i1ii,1i  
 (14) 

For the purpose of carrying out a quantitative 
evaluation of the clustering procedure results level, the 
authors proposed to use the following identifiers: 

1. The resolving power of the method of semantic 
clustering Resolution – the ability to select from a 
customer’s text-opinions collection the maximal possible 
(in the case of the experts given the number of clusters – 

expected) number of clusters 
nC . 

2. The level of the clustering procedure quality 
introduced by the authors as a combination of two factors 
in the following concepts: 

– the degree of the boundaries fuzziness between the 

clusters 
CBorder , defined as the variation coefficient of 

distances between the marginal value of the similarity 
measures )Kmax()Kmax(Dist_Border CC

j,1jC j1j



 of the 

documents in the clusters: 



Cj

j

Dist_Border

)Dist_Border(
Border

c

C


  (15)

– the closeness of the similarity measures values within 

a cluster 
CDev  of the documents similarity within the 

cluster: 


C

c

C

j

j

ji

K
Dev


  (16)

Then, the problem of clustering of the customer’s 
text-opinions collection can be formalized as follows: 

dividing of the set of text-opinions models τ into 
disjoint subsets of clusters with maximal resolution and 
quality level so, that each cluster consisted of documents 
that are close in relative measure of similarity 

i,1iK 
 with 

respect to the reference point on the scale measuring the 
closeness degree of the customer’s text-opinions collection 
determination, and documents of the different clusters are 
differed significantly. 

The results of implementation of the methodology of 
semantic clustering of the customer’s text-opinions 
collection are the following: 

– the set С of the contextual cluster’ models of the text-
opinions: 

 с,dist,Mod_CL
ittt   (17)

additionally including: the information about the 
distance to current document from the reference point 

kCentroid and the cluster’ label c; 

– non-empty set of contextual descriptive clusters: 

 
с

w

с

ic i
D,wF   (18) 

 namely, lists of key words and their significance. 

V. EXPERIMENTS AND RESULTS 

As experimental data for research and testing of the 
methodology developed by the authors, the text-opinions 
collection of the Starbucks coffee shop network customers 
were used, which were obtained from the official page 
(https://www.trustpilot.com/review/www.starbucks.com). 

Moreover, due to the fact that the developed 
methodology is used to estimate the textual  information, 
quantitative evaluation results, which are present in the 
Starbucks official page, have been removed from the 
processed text. 

 For conducting experiments and research the program 
for linguistic analysis, developed by the authors in Python, 
was used. The program interface allows the possibility of 
implementing a flexible research process for analysis 
clustering algorithm results using the following 
experimental parameters: 

– the variety of measures for determining the relative 
spatial coordinates (only metric of Euclidean and Cosine 
measure were chosen for the experiment - experiment 
modes 1, 2); 

– usage of the  additional procedure of the exclusion of 
the words occurring in the text-opinions collection  only 
once OOWO (experiment modes 3, 4, formed as an 
addition to the modes 1, 2); 

– usage of the relative/inverse frequency of the w-th 
term occurrence in document t (experiment modes 5, 6, 
formed as an addition to the modes 3, 2); 
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As a results of each experiment modes in Table 1 the 
following values are presented: 

– the number of selected clusters; 
– the number of text-opinions documents in clusters 

(in%); 
– the marginal value of the similarity measures in the 

cluster. 

It was assumed that the maximum possible (experts 
given) number of clusters generated as a result of this 
method, is equal to 5 and includes the following 
contextual interpretation: 

C={C_1=”Very good”, C_2=”Good”, 
C_3=”Satisfactorily”, C_4=”Bad”, C_5=”Does not 
correspond to the topic”}. 

TABLE I.  THE RESULTS OF THE  CLUSTERING  OF THE CUSTOMER’S TEXT-OPINIONS COLLECTION PROCEDURE WITH THE DIFFERENT EXPERIMENTAL  

MODES 

Nr. of 
Mode 

Experimental 
Mode 

Number of 
selected 
clusters 

Number of text-opinions documents in clusters (%) 
The marginal value of the similarity 

measures in the cluster 

С_1 С_2 С_3 С_4 С_5 С_1 С_2 С_3 С_4 С_5 

1 Euclidean 3 - 53,13% - 31,25% 15,63% - 0 - 0,02 0,409 

3 Euclidean+ OOWO 4 27,27% 27,27% - 36,36% 9,09% 0,001 0,002 - 0,005 0,223 

5 
Euclidean+ OOWO 
+ TF_IDF 

5 18,75% 25,00% 21,88% 28,13% 6,25% 0 0,002 0,012 0,158 0,528 

2 Cosine 4  50,00% 25,00% - 12,50% 12,50% 0 0,001 - 0,006 0,385 

4 Cosine+ OOWO 5 43,75% 21,88% 21,88% 6,25% 6,25% 0 0,001 - 0,093 0,342 

6 
Cosine+ OOWO + 
TF_IDF 

5 50,00% 12,50% 15,63% 15,63% 6,25% 0 0,005 0,109 0,258 0,632 

 

Results of the experiments indicate the following 
(Table 2, Figures 4-6): selection of the experiments’ 
parameters affect the resolution of the semantic clustering 
of the customer’s text-opinions collection method as 
follows: 

1. Absence in the clustering algorithm of the 
procedures of exclusion of words occurring in the text-
opinions collection only once and using the inverse 
frequency of w-th term in t-th document (experiment 
modes 1, 2) characterized by (Figure 1): 

– high level of terms spread in k-dimensional 
hypothesis space, which is reflected in increasing of C_5 
cluster size, brings together a group of documents with a 
maximum number of words that occur in the text-collection 
once and having a significant remoteness from a reference 
point on proposed scale of measurement and a low degree 
of similarity between documents within the cluster; 

– low semantic density of documents in the k-
dimensional hypotheses space that causes a decrease of the 
resolving power of the method – reduction of the resulting 
number of clusters; 

– low quality of the clustering procedure, expressed in: 
boundaries fuzziness between the clusters (low values of 

the index 
CBorder ) and the absence of significant values of 

similarity measures within a cluster (high index of variation 
coefficient of measures of documents similarity within the 

cluster 
CDev ). 

 
Figure  1. Results of LSA experiment with the mode Euclidean  

2. Adding to the clustering procedure the modes of 
exclusion the words occurring in the text-opinions 
collection only once (experiments modes 3 and 4) allows 
(Figure 2): 

– to reduce the spread of terms and increase the 
semantic density of the documents in the k-dimensional 
hypotheses space that causes a decrease of the C_5 cluster 
size, brings together a group of documents with a 
maximum number of words, and improves the quality of 
clustering procedure (the border between the clusters 
become more clear, the difference between the similarity 
measure within a cluster decreases); 

– to increase the resolving power of the clustering 
method, which results in increasing the number of resulting 
clusters. 
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Figure  2. Results of LSA experiment with the mode  Euclidean + 

OOWO 

3. Adding to the clustering procedure the mode of 
using the inverse frequency of w-th term of the t-th 
document (experimental modes 5, 6) maximally 
contributes to the quality and resolving power of the 
clustering method (Figure 3). 

 
Figure 3. Results of LSA experiment with the mode Euclidean + OOWO 

+ TF_IDF 

4. Changing the modes connected with the reference 
dimensional coordinate (proposed by the authors of the 
Euclidean or Cosine measure metrics concept) allows to 
make the following conclusions ((Figure 4): 

– Euclidean measure is less suitable for comparison of 
the documents that are significantly different in size, which 
is characterized by low resistance of main characteristics of 
the semantic clustering method to  experiment modes 
changing (low resolving power of the method in Modes 1, 
3). 

– Cosine measure has a high quality of structural 
analysis and comparison of the documents, which is 
characterized by high (relatively to Euclidean measure) 
semantic clustering procedure quality even in modes 1 and 
2.

 

TABLE II.  RESULTS OF THE CLUSTERING PROCEDURE EVALUATION  

Nr. Of 
Mode 

Experimental 
Mode 

The level of the 
clustering 

procedure quality Resolving 
power  

CBorder  
CDev  

1 Euclidean 0,0250 25% 0,600 

3 Euclidean+ OOWE 0,29694 18% 0,800 

5 
Euclidean+ OOWE 
+ TF_IDF 

0,1289 10% 1,000 

2 Cosine 0,0800 23% 0,800 

4 Cosine+ OOWE 0,1388 15% 0,800 

6 
Cosine+OOWE + 
TF_IDF 

0,2522 7% 1,000 

 

 
Figure  4. Comparison  results of the degree of boundaries fuzziness 

between the clusters on different experimental  modes  

 
Figure  5. Comparison results of the closeness of similarity measures on 

different experimental modes D
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Figure  6. Comparison results of the Resolving power on different 
experimental  modes  

VI. POSSIBLE EXPERIMENTAL ERRORS TYPES AND 

RESEARCH MODES SETTING PROCEDURE 

It should also be noted that in spite of rather high 
experimental results the quality of obtained cluster 
composition is not totally homogeneous and uniform. 

The authors propose the concept of distinguishing two 
groups of possible clustering errors: a false choice and 
misses. 

The false choice – it is a situation where: the 
documents contain too much information, not related 
directly to the products characteristics (emotions, cases of 
life, etc.); or the author of the document uses specific not 
official terminology; or document critically small in size 
(no more than 3 words). Then the model of the document 
has initially distorted meaning and its getting into any of 
the clusters has almost equal probability and depends to a 
large extent on the features of the mathematical method, 
and to a lesser – of the content of the document itself. 

Misses – these are cases connected with specifics of 
the text collection context (for example, a high degree of 
terms heterogeneity, used in a opinions) low level of the 
clustering procedure quality, causing in turn inaccuracies 
in classifying the documents placed at the border between 
the two clusters, to either of them. 

In this context, the program for linguistic analysis, 
realized the authors methodology of the semantic 
clustering presupposed realization of the following specific 
setup options, which enhance the quality and resolving 
power of the method: 

– changing the modes of the experiment (modes 1-6); 
– changing in the list of stop-words – words that have 

no semantic load (prepositions, pronouns); 
– visual analysis of the cluster’s structure (using the 

tool "magnifying glass") in order to clarify the boundaries 
of the clusters; 

– analysing of the quantitative characteristics of the 
method (resolving power and quality for the clustering 
procedure) and selection of the final version of the 
deviding textual opinion into the  clusters. 

VII. CONCLUSIONS AND FURTHER RESEARCH DIRECTION 

Thus, the authors have developed and studied the 
methodology of semantic clustering analysis, which allows 
increasing the quality of the procedure. At the framework 
of this research: 

1. The author's version of the mathematical models of 
formalization and practical realization of short textual 
messages semantic clustering procedure is proposed, based 
on the customer’s text-opinions collection LSA-extracting 
knowledge method. The basic concepts form that model 
are formulated. 

2. An algorithm for semantic clustering of the 
customer’s text-opinions collection is developed, the 
distinctive characteristics of which is the introduction of 
the concepts and methods of identification: 

– the point of reference in the scale of the customer’s 
text-opinions collection closeness determination can serve 
to coordinate the term with the highest total weight; 

– the instrument of documents’ closeness degree 
identification on the bases of distance between the indexed 
vectors-models of the documents and coordinates of a point 
of reference in the scale of the customer’s text-opinions 
collection closeness determination; 

– the measure of similarity between pairs of documents 
is justified to consider the difference between the values of 
their relative spatial coordinates. 

3. The author version of the quantitative evaluation of 
the clustering procedure results level are purposed, namely 
indicators: 

– resolving power of the method of semantic clustering  
– number of resulted clusters; 

– level of the clustering procedure quality – the 
combination of the  degree of the boundaries fuzziness 
between the clusters and closeness of the similarity 
measures values within the cluster. 

4. Analysis of the specific features and the 
effectiveness level of various distance measures are 
conducted.  Dependence of changes the quality of the 
clustering results correspondently the variety of 
experimental parameters and modes is identified. 

Large number of opinions is easily accessible 
nowadays. It is desirable to understand their properties as 
they potentially contain valuable information. Ask Data 
Anything (ADA) is a system developed by Cognitum that 
is using a combination of formal logic and statistical 
analysis to extract dimensions from the data and to expose 
the dimensions through a natural query language based 
interface. Currently we are implementing the methodology 
of semantic clustering analysis to embed it in the ADA 
system for the Customers’ Opinions mining purposes as a 
part of joint collaboration with Cognitum company. 
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