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Abstract 

The ground state geometries and vibrational frequencies as well as the excitation energies and 

excited state gradients of the S1(nπ*) and S2(ππ*) states of trans- and cis-azobenzene are 

investigated by several DFT methods, namely B3LYP, PBE, M06-2X, CAM-B3LYP and ωB97X. 

Excited state properties and in particular gradients are also assessed using the wave function based 

methods EOM-CCSD and RASPT2/RASSCF. Comparison with experimental data shows that the 

B3LYP functional gives the most accurate results for the ground state geometry and vibrational 

frequencies. The analysis of the vertical excitation energies reveals that the RASPT2 approach 

provides the most accurate excitation energies with deviations of the order of 0.1 eV. Among the 

TDDFT methods, the CAM-B3LYP functional shows the best performance on the excitation 

energies. By assessing the excited state gradients with respect to the reference RASPT2 data, the 

most accurate gradients are obtained with B3LYP, whereas other functionals as well as the EOM-

CCSD and RASSCF calculations give less consistent results. Overall, despite the tendency of 

B3LYP to underestimate the excitation energies, this functional provides the most balanced 

description of both ground and excited state properties for both isomers of azobenzene in the 

Franck-Condon region. 
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1. Introduction 

The calculation of molecular properties for small and medium sized organic compounds in the 

electronic ground state can be considered nowadays almost routine. In this case, the most widely 

applied method is density functional theory (DFT). In particular, it has been shown that hybrid 

functionals can give an accurate description of equilibrium geometries, dipole moments and 

vibrational frequencies, see e.g., refs1,2. However, the calculation of excited state properties is more 

challenging for quantum chemistry and many methods were proposed. Among them, the most 

popular approach is time-dependent DFT3,4,5 (TDDFT), due to its good compromise between 

accuracy and computational cost. Nevertheless, several wave function based methods are also 

widely in use and aim at providing higher accuracy than TDDFT at the prize of a reasonably 

increased computational cost. In particular, multiconfigurational methods, such as the 

RASPT26/RASSCF7,8 (Restricted Active Space Perturbation Theory of second order/Restricted 

Active Space Self-Consistent Field) or the well-established CASPT29/CASSCF10 (Complete Active 

Space Perturbation Theory of second order/Complete Active Space SCF) approaches are able to 

deliver a reliable description of excited states, irrespective of the wave functions character. 

Moreover, different methods derived from the Coupled Cluster (CC) theory are available and have 

shown good accuracies in the determination of excited states energies,11,12 as e.g. the equation of 

motion coupled cluster method restricted to single and double excitations13 (EOM-CCSD). One can 

also mention the recent use of the density matrix renormalization group (DMRG) method,14,15 

which present great potentialities for the calculation of systems requiring a large number of active 

orbitals.16,17 

To identify the advantages and disadvantages of these methods, a number of studies have evaluated 

the calculated excited states properties, by comparing them either with experimental results or with 

reference theoretical data. This has mainly concerned the calculation of singlet and triplet vertical 

excitation energies as well as transition dipole moments, see e.g., refs18,19,20,21,22. However, less is 

known about the accuracy of quantum chemistry methods for the determination of excited state 
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gradients, which are important for a correct evaluation of excited state geometries and for the 

treatment of excited state dynamics. Therefore, a better knowledge of the performance of standard 

computational approaches is very desirable. The calculation of excited state geometries and Franck-

Condon (FC) factors allows the simulation of the vibronic structure in absorption or electronic 

circular dichroism spectra. Such effects were investigated in previous studies (see e.g. 

refs23,24,25,26,27), and benchmarking of the theoretical methods was made by comparison with 

experimental results. However, such a comparison hardly allows to estimate the calculated 

geometrical displacements or gradients along the individual coordinates, due to the usually limited 

resolution of the vibronic structure in the experimental spectra. Therefore, several studies28,29,30 

made use of resonance Raman (RR) spectroscopy simulations31,32,33,34,35,36,37,38 to assess the excited 

state gradients along each vibrational coordinate. Indeed, within the so-called short-time or gradient 

approximation,39 the RR intensities are directly related to the excited state gradients evaluated at the 

electronic ground state geometry. In this respect, the calculation of RR intensities and their 

comparison with experimental data provides an opportunity for assessing the ability of quantum 

chemistry methods to determine excited state gradients. 

 
Figure 1: A) Structures of the azobenzene isomers. B) Main DFT frontier orbitals involved in the 

two first singlet excited states of trans-azobenzene. 
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This study investigates the gradients and RR spectra of the well-known molecule of azobenzene for 

both isomers i.e. trans-azobenzene and cis-azobenzene (Figure 1A). Azobenzene has attracted much 

interest due to its reversible trans→cis isomerization of the N=N bond upon photoexcitation. 

Hence, based on this photo-switchable property, a wide range of applications40,41 have been 

proposed for azobenzene e.g. in information storage, as molecular motors or as photoswitch in 

biological systems. However, the detailed pathways underlying the isomerization are still a matter 

of extensive debate among experimentalists42,43,44,45,46,47,48,49,50,51 and 

theoreticians.52,53,54,55,56,57,58,59,60,61,62,63,64,65 The elucidation of the photoisomerization dynamics 

requires a precise characterization of the potential energy surfaces (PESs) of the two first excited 

states, namely the weakly-absorbing n→π* (S1) and the strongly-absorbing π→π* (S2) transitions 

(Figure 1B). In particular, several computational studies66,67,68,52,54,55,56,59,62 have investigated the 

dynamics of azobenzene and of some derivatives on the S1(nπ*) and S2(ππ*) PESs. The predictions 

obtained by these works rely on the accuracy of the calculated PESs properties, which are usually 

determined by quantum chemistry methods. Therefore, an assessment of commonly employed 

methods is highly desirable for azobenzene, in order to evaluate their ability to describe excited 

state properties i.e. transition energies and gradients. The excitation energies of azobenzene and its 

several derivatives were investigated by TDDFT and it was concluded that hybrid functionals, like 

PBE069 or B3LYP,70,71 provide a good reproduction of the ground state properties, whereas long-

range corrected functionals, like CAM-B3LYP,72 give accurate values for transition energies.73,74 

Multiconfigurational and CC calculations of excited state energies were also reported in several 

studies (see e.g. refs58,60,63,75,76,65). However, a systematic assessment of excited state gradients was 

not yet reported for azobenzene, despite the importance of these quantities for the simulation of its 

excited state dynamics. Moreover, no detailed theoretical study of the azobenzene RR spectra is 

available in the literature, whereas experimental investigations were performed and have provided 

valuable information concerning the elucidation of the isomerization mechanism.46,77,44 Therefore, 

in this work TDDFT, EOM-CCSD and RASPT2/RASSCF approaches are applied for the 
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computation of the S1(nπ*) and S2(ππ*) excited state properties of both isomers. The obtained 

results are compared with experimental data recorded via RR spectroscopy.46 This comparison 

provides information about the excited states gradients calculated at the ground state geometry (i.e. 

FC point) and for totally symmetric normal modes, for which the gradients are non-vanishing. 

The present article is organized as follows: Section 2 presents the computational methods employed 

to calculate the gradients and the RR intensities. In section 3, the geometries (3.1), excitation 

energies (3.2) and excited state gradients (3.3 and 3.4) are assessed with respect to experimental 

results. In section 3.5, the obtained gradients are compared with reference theoretical data. Finally, 

section 4 contains some conclusive remarks. 
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2. Computational methods 

Calculations were carried out for both isomers of azobenzene without applying symmetry 

constraint. DFT and second-order Møller-Plesset (MP2) methods were employed to calculate the 

geometry, harmonic vibrational frequencies and normal coordinates in the ground state. The DFT 

calculations were performed with the B3LYP,70,71 PBE,78 M06-2X,79 CAM-B3LYP72 and ωB97X80 

exchange-correlation (XC) functionals in association with the 6-311++G(d,p) basis set. The MP2 

calculations made use of the 6-311G(d,p) basis set. To correct for the lack of anharmonicity and the 

approximate treatment of electron correlation,81 the harmonic frequencies obtained with B3LYP, 

PBE, M06-2X, CAM-B3LYP, ωB97X and MP2 were scaled by factors of 0.98, 1.00, 0.95, 0.95, 

0.95 and 0.98, respectively. Additionally, the effects of the solvent ethanol (ε = 24.852) on the 

ground state properties were taken into account by the integral equation formalism of the 

polarizable continuum model82 (IEFPCM). Calculations in a vacuum were also performed with the 

B3LYP functional. 

The vertical excitation energies, oscillator strengths and analytical Cartesian energy derivatives 

(gradients) of the S1(nπ*) and S2(ππ*) excited states were obtained from TDDFT calculations 

employing the 6-311++G(d,p) basis set. The TDDFT calculations were performed by using the 

same XC functionals as for the ground state properties. Moreover, the excited state properties were 

also determined with all previously mentioned XC functionals by employing the B3LYP ground 

state geometry, frequencies and normal coordinates calculated in ethanol. These calculations are 

referred to as TD-ESM//GSM, in which ESM indicates the method employed for the excited state 

properties and GSM indicates the method employed for the ground state properties. The excited 

state properties were calculated in a vacuum and in ethanol. In the latter case, the effects of the 

solvent were approximated with IEFPCM and the non-equilibrium procedure of solvation was used 

for the computation of the excitation energies and excited state gradients. 

The excitation energies, oscillator strengths and gradients of the S1(nπ*) and S2(ππ*) excited states 

were also evaluated with EOM-CCSD. The EOM-CCSD calculations were performed in a vacuum 
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using the B3LYP ground state geometry in ethanol. The 6-311++G(d,p) basis set was employed for 

the excitation energies and the 6-31G(d) basis set was used to calculate the gradients. 

All computations described previously were carried out by means of the Gaussian 09 program.83 

The EOM-CCSD excited state gradients were obtained by a two-point numerical differentiation 

procedure from the vertical excitation energies, which were computed for distorted structures 

resulting from the addition or subtraction of a finite displacement along the normal coordinates to 

the ground state geometry. These gradients were calculated with a program developed locally.28,38 

The excitation energies, oscillator strengths and gradients of the nπ* and ππ* excited states of 

interest were also investigated by state-of-the-art multiconfigurational methods, namely with the 

RASSCF and RASPT2 approaches. The RASSCF and RASPT2 calculations were performed in a 

vacuum using the B3LYP ground state geometry optimized in ethanol. The large 6-311++G(d,p) 

basis set was also employed in this case and the RASPT2/RASSCF calculations were realized with 

the Molcas 8.0 program.84 The Cholesky decomposition85 was applied to generate the two-electron 

integrals. In order to specify the restricted active spaces (RASs) used in the calculations, the 

notation RAS(n,l,m;i,j,k) of Gagliardi and co-workers19 was adopted. The index n labels the number 

of active electrons, l is the maximum number of holes in the RAS1, and m is the maximum number 

of electrons in the RAS3. The labels i, j and k refer to the number of active orbitals in the RAS1, 

RAS2, and RAS3, respectively. Two different RAS partitions were considered, namely 

RAS(18,2,2;7,3,6) and RAS(18,4,4;9,0,7), where both partitions comprise all seven pairs of ππ* 

orbitals as well as the two non-bonding p-orbitals of the nitrogen atoms. The RAS(18,2,2;7,3,6) 

includes in the RAS2 the three molecular orbitals involved in the leading transitions of the S1(nπ*) 

and S2(ππ*) states obtained at the TDDFT level of theory, that is, one non-bonding nitrogen-

centered orbital (n2), one bonding π-orbital (π7) and one antibonding π-orbital (π7*). The remaining 

six bonding orbitals (π1-π6) as well as the second non-bonding nitrogen-centered orbital (n1) and the 

six antibonding orbitals (π1*-π6*) were assigned to the RAS1 and RAS3 partitions, respectively. An 

interaction among the subspaces of up to double excitations was taken into account, spanning over 
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12601 configuration state functions (CSFs). The RAS(18,4,4;9,0,7) features the same molecular 

orbitals as described previously for the RAS(18,2,2;7,3,6). However, all occupied and virtual 

orbitals were distributed along the RAS1 and RAS3, respectively, according to the Hartree-Fock 

(HF) wave function. Excitations among the RAS1 and RAS3 were considered up to the quadruple 

level. This computational setup leads in consequence to a number of 274450 CSFs. Both RASs are 

illustrated exemplarily for the trans-isomer in Figure 2, while the RASs for the cis-isomer are 

shown in Figure S1 of the supporting information. 

 
Figure 2: Illustration of RAS(18,2,2;7,3,6) and RAS(18,4,4;9,0,7) employed in the 

multiconfigurational RASPT2/RASSCF calculations of trans-azobenzene. The occupation of the 

Hartree-Fock ground state wave function is indicated by a dashed grey line. 

 

State-average (SA-) RASSCF calculations were performed for both RAS partitions, while the first 

six and the first eight roots have been considered for RAS(18,2,2;7,3,6) and RAS(18,4,4;9,0,7), 

respectively. Subsequently, dynamical correlation was included by means of multi-state (MS-) 
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RASPT2, while the core electrons were treated as frozen and a level shift of 0.3 a.u. was applied. 

The oscillator strengths have been obtained at the SA-RASSCF and MS-RASPT2 levels of theory 

with the CAS State Interaction method.86 The numerical gradients have been calculated for the nπ* 

and the ππ* states of both isomers (cis and trans) at the SA-RASSCF and the MS-RASPT2 levels of 

theory. 

The relative resonance Raman (RR) intensities for an excitation in resonance with the S1(nπ*) or 

S2(ππ*) excited states were obtained within the short-time approximation39 (STA), also known as 

the gradient method. In the STA, the relative RR intensities for fundamental transitions 0 → 1𝑛 are 

obtained from the gradients i.e. from the partial derivatives of the excited state electronic energy 

(𝐸𝑒) along the nth normal coordinates (𝑄𝑛) evaluated at the ground state equilibrium geometry: 

  𝐼0→1𝑛 ∝
1

𝜔𝑛
(
𝜕𝐸𝑒

𝜕𝑄𝑛
)
0

2

           (1) 

where 𝜔𝑛 is the frequency of the nth normal mode. 
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3. Results 

3.1. Ground state geometries. 

The ground state geometries of trans- and cis-azobenzene were optimized by MP2 as well as by 

DFT using the B3LYP, PBE, M06-2X, CAM-B3LYP and ωB97X XC functionals. These 

geometries were calculated in ethanol using a PCM. The choice of the solvent is motivated by 

available experimental RR spectra46 to which our calculations will be compared to (see section 

3.3.). Additionally, the geometries were also computed in a vacuum with the B3LYP XC functional. 

The root mean square (RMS) deviations between the calculated and experimental geometries are 

reported in Table 1, whereas details of the bond lengths and bond angles can be found in the 

supporting information (Figure S2 and Tables S1-S5). The theoretical geometries are compared to 

experimental X-ray data obtained in the solid state87,88,89 and to electron diffraction data measured 

in gas phase.90 The results obtained with B3LYP indicate that the solvent has small effects on the 

geometries, and that both structures calculated in a vacuum or in ethanol compare equivalently well 

to the experimental data. The geometries calculated with MP2 or with the other XC functionals 

present a comparable accuracy as the B3LYP results. In the case of trans-azobenzene, the RMS 

deviations are in most cases below 0.01 Å for the bond lengths and below 1° for the bond angles, 

whereas deviations for cis-azobenzene are slightly larger. Based on this comparison, it can be 

concluded that all employed methods provide geometries in good agreement with the experimental 

data. However, comparison with only the electron diffraction data measured in gas phase indicates 

that the B3LYP and PBE XC functionals as well as MP2 are the most accurate. The trans-

azobenzene structure is planar in all cases, whereas cis-azobenzene is found with C-N-N-C dihedral 

angles of 9.4, 11.5, 7.1, 7.3, 6.0 and 6.8°, as well as with C-C-N-N dihedral angles of 51.6, 48.8, 

54.3, 55.6, 57.7 and 55.6° for B3LYP, PBE, M06-2X, CAM-B3LYP, ωB97X and MP2, 

respectively. These values are in good agreement with the experimental X-ray values89 of 8.0 and 

53.3° for the C-N-N-C and C-C-N-N dihedral angles, respectively. 
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Table 1: Comparison between experimental and calculated ground state geometries of trans- and 

cis-azobenzene. The RMS deviations are given for bond lengths and bond angles. 

Methods Bond length RMS deviations (Å) Bond angles RMS deviations (°) 

 trans-azobenzene cis-azobenzene trans-azobenzene cis-azobenzene 

 X-raya EDb X-raya X-raya X-raya 

B3LYPc 0.010 0.007 0.012 0.66 1.05 

B3LYPd 0.010 0.007 0.014 0.74 1.04 

PBEd 0.017 0.007 0.017 0.68 1.00 

M06-2Xd 0.007 0.009 0.014 0.48 0.86 

CAM-B3LYPd 0.005 0.010 0.013 0.63 0.89 

ωB97Xd 0.006 0.009 0.014 0.50 0.85 

MP2d 0.016 0.005 0.017 0.53 0.97 
a The experimental X-ray data in the solid state are taken from references.88,89 b The experimental electron 

diffraction (ED) data in gas phase are taken from reference.90 c Geometry calculated in a vacuum. d Geometry 

calculated in ethanol using PCM. 

 

3.2. Excited states excitation energies. 

The excitation energies of the S1(nπ*) and S2(ππ*) excited states were first calculated using the 

TDDFT method. The results for both isomers are reported in Table 2 and are compared to 

experimental data. Additional details about the excited states including orbital characters, transition 

weights and oscillator strengths can be found in the supporting information (Tables S6-S9). The 

calculations were performed in ethanol with all considered XC functionals, whereas calculations in 

a vacuum were also realized with B3LYP. Comparing these latter results with experimental data 

obtained in gas phase shows that B3LYP underestimates the excitation energies by 0.27 and 0.43 

eV for the S1(nπ*) and the S2(ππ*) states of trans-azobenzene, respectively, and by 0.36 eV and 

0.59 eV for the S1(nπ*) and S2(ππ*) states of cis-azobenzene, respectively. Note that the 

experimental value (4.68 eV) for the S2(ππ*) state of cis-azobenzene is taken from Andersson et 

al.91 and is associated to a shoulder in the measured gas phase spectrum. This shoulder is assigned 

to a ππ* transition and might originate from the contribution of several excited states. For example, 

based on CC2 calculations it was assigned to the S4(ππ*) state by Fliegl et al.76. Therefore, it is 

likely that the experimental transition energy of S2(ππ*) is slightly lower in energy with a value 
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around 4.5 eV. Inclusion of solvent effects in the B3LYP calculations leads to small hypsochromic 

shifts of 0.03 and 0.05 eV for the S1(nπ*) state of trans- and cis-azobenzene, respectively. These 

shifts are somewhat in disagreement with the measured values, which rather indicate small 

bathochromic shifts. Nevertheless, the larger bathochromic shift - comprised between -0.21 and -

0.26 eV depending on the experimental data - observed for the S2(ππ*) state of trans-azobenzene is 

better reproduced by the calculations with a value of -0.16 eV. The calculated bathochromic shift of 

-0.13 eV for the S2(ππ*) state of cis-azobenzene is also in general agreement with the experimental 

values. The excitation energies obtained with PBE, which belongs to the generalized gradient 

approximation family of functionals, are in larger disagreement with experiment, giving values 

underestimated by more than 0.5 eV. However, the energies obtained with the hybrid functional 

M06-2X and the long-range corrected functionals CAM-B3LYP and ωB97X are in better 

agreement with the experimental results. In particular, the CAM-B3LYP functional provides the 

most accurate excitation energies. Indeed, when comparing to the experimental values of 

reference46 recorded in ethanol solution, deviations of 0.01 and 0.05 eV are found for the S1(nπ*) 

and S2(ππ*) states of trans-azobenzene, respectively, and deviations of -0.04 and 0.35 eV are 

obtained for the S1(nπ*) and S2(ππ*) states of cis-azobenzene, respectively. The good performance 

of CAM-B3LYP for the S1(nπ*) and S2(ππ*) excitation energies is in agreement with a previous 

study.73 

The excitation energies obtained with wave function based methods for the two states of interest are 

reported in Table 3. These calculations were performed in a vacuum employing the B3LYP 

geometry optimized in ethanol. The choice of the ground state geometry is motivated by the 

analysis of the vibrational frequencies and of the RR spectra (see section 3.3.). By comparing to the 

experimental results recorded in gas phase, the EOM-CCSD approach overestimates the excitation 

energies by 0.13 and 0.41 eV for the S1(nπ*) and S2(ππ*) states of trans-azobenzene, respectively, 

and by 0.08 eV and 0.09 eV for the S1(nπ*) and S2(ππ*) states of cis-azobenzene, respectively. 

These deviations are larger than those obtained with the best TDDFT functional i.e. CAM-B3LYP. 
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Next, as expected the SA-RASSCF excitation energies are much higher, with overestimations 

comprised between 0.5 and 2.0 eV. Moreover, it should be noticed that in the 

RASSCF(18,4,4;9,0,7) partition the dipole allowed ππ* state is found as the S6 and S5 excited state 

for trans-azobenzene and cis-azobenzene, respectively. The inclusion of dynamical correlation 

leads to very accurate results. Indeed, the deviations with respect to the experimental values 

obtained with RASPT2(18,2,2;7,3,6) are only of -0.09 and 0.05 eV for the S1(nπ*) and S2(ππ*) 

states of trans-azobenzene, respectively, and of -0.09 eV and -0.11 eV for the S1(nπ*) and S2(ππ*) 

states of cis-azobenzene. Note that if an experimental value of about 4.5 eV is assumed for the 

S2(ππ*) state of cis-azobenzene (instead of 4.68 eV), the RASPT2(18,2,2;7,3,6) approach provides 

a more accurate result than EOM-CCSD for this state. Considering the results for the second 

partition RASPT2(18,4,4;9,0,7), it is seen that the energies for the S1(nπ*) states are nearly 

converged with respect to the active space size. Indeed, when going from the first to the second 

partition, variations of only 0.01 and -0.02 eV are obtained for trans-azobenzene and cis-

azobenzene, respectively. However, larger variations are found for the ππ* states. It is noteworthy 

that the ππ* state of the RASSCF(18,4,4;9,0,7) reference wave function of trans-azobenzene is split 

into two states upon applying the MS-RASPT2 procedure at 4.30 (S2) and 4.51 eV (S4). The 

variation between both partitions is still moderate for trans-azobenzene (0.13 eV for S2) but is much 

larger for cis-azobenzene (0.42 eV). This latter value can be related to the higher position of the ππ* 

state, which is found as the S5 state. Therefore, from the analysis of the excitation energies 

calculated with wave function based methods, it can be concluded that the most accurate results are 

obtained with the RASPT2(18,2,2;7,3,6) approach. Thus, an empty RAS2 subspace, as in 

RAS(18,4,4;9,0,7), is not beneficial in comparison to RAS(18,2,2;7,3,6), and this despite the 

increased excitation level from double to quadruple and despite the increased number of CSFs from 

merely 12601 to 274450. 
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Table 2: Excited state excitation energies (eV) obtained with TDDFT. In the notation TD-

ESM//GSM, ESM and GSM indicate the methods employed for the excited and the ground states 

properties, respectively. 

Methods trans-azobenzene cis-azobenzene 

 S1(nπ*) S2(ππ*) S1(nπ*) S2(ππ*) 

TD-B3LYP//B3LYPa 2.55 3.69 2.56 4.09 

TD-B3LYP//B3LYPb 2.58 3.53 2.61 3.96 

TD-PBE//PBEb 2.23 3.20 2.36 3.29 

TD-M06-2X//M06-2Xb 2.55 4.04 2.59 4.65 

TD-CAM-B3LYP//CAM-B3LYPb 2.77 3.96 2.82 4.63 

TD-ωB97X//ωB97Xb 2.85 4.19 2.93 4.92 

Exp. (gas phase) 2.82c 4.12c 2.92c 4.68c 

Exp. (ethanol) 2.76d 

2.95e 

2.80f 

3.91d 

3.86e 

3.89f 

2.86d 

2.8e 

2.87f 

4.28d 

4.4e 

4.42f 

a Calculations performed in a vacuum. b Calculations performed in ethanol using PCM. c Experimental values 

in gas phase.91,76 d Recorded in ethanol.46 e Recorded in ethanol.92,76 f Recorded in ethanol.93,76 

 

Table 3: Excited state excitation energies (eV) obtained with EOM-CCSD, SA-RASSCF and MS-

RASPT2. In the notation ESM//GSM, ESM and GSM indicate the methods employed for the 

excited and the ground states properties, respectively. 

Methodsa trans-azobenzene cis-azobenzene 

 nπ* ππ* nπ* ππ* 

EOM-CCSD//B3LYP 2.95 (S1) 4.53 (S2) 3.00 (S1) 4.77 (S2) 

RASSCF(18,2,2;7,3,6)//B3LYP 3.37 (S1) 5.85 (S2) 3.68 (S1) 5.90 (S2) 

RASSCF(18,4,4;9,0,7)//B3LYP 3.53 (S1) 6.11 (S6) 3.63 (S1) 6.01 (S5) 

RASPT2(18,2,2;7,3,6)//B3LYP 2.73 (S1) 4.17 (S2) 2.83 (S1) 4.57 (S2) 

RASPT2(18,4,4;9,0,7)//B3LYP 2.74 (S1) 4.30 (S2) 2.81 (S1) 4.99 (S5) 

Exp. (gas phase)b 2.82 4.12 2.92 4.68 
a The excited state calculations were performed in a vacuum using the B3LYP geometry optimized in 

ethanol. b Experimental values in gas phase.91,76 

 

3.3. Comparison between (TD)DFT results and experimental RR data in ethanol. 

The assessment of the excited states gradients is first performed by comparing the DFT and TDDFT 

results with respect to experimental RR spectra recorded in ethanol.46 All calculations presented in 

this section made use of PCM for the computations of the geometries, frequencies and excited states 

gradients. The relative RR intensities were calculated using the STA formula (Eq. 1), which directly 
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relates the gradients to the RR intensities. A more sophisticated method28,38 to compute RR 

intensities, which includes the vibronic structure described by the FC factors, was tested (Tables 

S10, S11) and showed only small differences with respect to the STA approach. Therefore, only 

results using the STA are presented here. 

For trans-azobenzene, the gradients are assessed with respect to RR intensities recorded at an 

excitation wavelength of 406 nm i.e. excitation energy of 3.05 eV. This excitation energy lies in-

between the energies of the dipole-forbidden S1(nπ*) state and dipole-allowed S2(ππ*) state. The 

investigation of the calculated vibrational signatures for each state revealed that the RR response at 

an excitation wavelength of 406 nm originates dominantly from the S2(ππ*) state. Therefore, the 

experimental data are compared to the computed RR intensities, i.e. gradients, of S2(ππ*). For cis-

azobenzene, the gradients are assessed with respect to RR intensities recorded at an excitation 

wavelength of 458 nm i.e. excitation energy of 2.71 eV. This excitation energy is in resonance with 

the dipole-allowed S1(nπ*) state of cis-azobenzene. Therefore, in this case the experimental data are 

compared to the computed RR intensities of S1(nπ*). 

The most RR active bands were assigned to the calculated vibrational modes (Figure 3 and Tables 

S12, S13). These modes correspond to totally symmetric vibrations, for which the excited state 

gradients are non-vanishing. The harmonic frequencies obtained with B3LYP, PBE, M06-2X, 

CAM-B3LYP, ωB97X and MP2 were corrected by the factors 0.98, 1.00, 0.95, 0.95, 0.95 and 0.98, 

respectively. The RMS deviations between the experimental and theoretical frequencies are given in 

Table 4. As it can be seen from Table 4, B3LYP provides the most accurate frequencies for the two 

isomers of azobenzene, whereas the other considered methods have significantly larger RMS 

deviations. The good performance of the B3LYP functional in reproducing the vibrational 

frequencies, IR and Raman intensities of azobenzene was already pointed out in a previous study94 

and was shown to be of comparable accuracy as MP295,76. Therefore, the ground state geometry, 

frequencies and modes obtained with B3LYP were also employed to calculate excited state 

properties in association with different theoretical methods. 
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Table 4: RMS deviations between experimental46 and calculated ground state vibrational 

frequencies of trans-azobenzene and cis-azobenzene. 

Methodsa Frequency RMS deviations (cm-1) 

 trans-azobenzene cis-azobenzene 

B3LYP 10.1 14.9 

PBE 22.2 26.5 

M06-2X 35.8 28.9 

CAM-B3LYP 29.1 24.3 

ωB97X 37.0 22.6 

MP2 25.2 17.3 
a Frequencies calculated in ethanol using PCM. 

 

For trans-azobenzene, the investigation of the RR intensity RMS deviations (Table 5) shows that 

B3LYP and PBE give accurate relative RR intensities with a RMS deviation of 0.34 (TD-

B3LYP//B3LYP and TD-PBE//PBE). However, these two functionals present marked differences in 

the RR vibrational pattern. PBE is in better agreement with respect to experimental results for the 

three bands in the 1400-1500 cm-1 region (Figure 3). Indeed, it correctly reproduces the intensity of 

the most intense experimental band at 1440 cm-1, whereas B3LYP shows different relative 

intensities for these three bands and its RR spectrum is dominated by the band at 1513 cm-1. 

Nevertheless, PBE predicts less accurate RR intensities than B3LYP in the 1000-1200 cm-1 region 

and it underestimates the vibrational frequencies. The RR spectra obtained with M06-2X and with 

the long-range corrected functionals CAM-B3LYP and ωB97X show large disagreement with the 

measured spectrum, leading to RMS deviations on the RR intensities larger than 0.5. However, if 

these functionals are used for the excited states gradients in association with the B3LYP geometry, 

improved RR intensities are obtained with RMS deviations of 0.28 and 0.27. This behavior 

originates from a better reproduction of the 1400-1500 cm-1 region and indicates that these 

functionals provide good excited states gradients but show some inability to correctly describe the 

ground state normal coordinates of trans-azobenzene. The combination of PBE gradients with the 

B3LYP geometry (TD-PBE//B3LYP) gives a RR spectrum that is closer to the TD-B3LYP//B3LYP 

results than to the TD-PBE//PBE spectrum, particularly in the 1400-1500 cm-1 region. However, a 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


 17 

larger RMS deviation of 0.42 is obtained. These differences indicate that the choice of the method 

for the ground state normal coordinates has a strong impact on the resulting RR intensities, which is 

often larger than the effects of different methods on the excited states gradients. 

 

 
Figure 3: Comparison between calculated and experimental RR spectra of trans-azobenzene (left, 

S2(ππ*)) and cis-azobenzene (right, S1(nπ*)). In the notation TD-ESM//GSM, ESM and GSM 

indicate the methods employed for the excited and the ground states properties, respectively. The 

spectra are normalized with respect to the most intense band, and a Lorentzian function with a 

FWHM of 5 cm-1 is employed to broaden the transitions. The experimental RR spectra are 

reconstructed from the cross-sections reported in reference.46 
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For cis-azobenzene, the TD-B3LYP//B3LYP and TD-PBE//PBE methods give small RMS 

deviations with values of 0.20 and 0.19, respectively. Overall, these methods present also 

comparable vibrational patterns (Figure 3) that are in agreement with the experimental spectrum. 

Similarly to trans-azobenzene, the TD-M06-2X//M06-2X, TD-CAM-B3LYP//CAM-B3LYP and 

TD-ωB97X//ωB97X methods provide larger RMS deviations and present disagreements with the 

experimental spectrum in the 500-800 cm-1 region. Moreover, and contrary to trans-azobenzene, the 

association of these functionals with the B3LYP geometry does not improve the RMS deviations, 

which remain larger than 0.30. However, the TD-PBE//B3LYP method provides the best agreement 

with the measured spectrum, with a RMS deviation of only 0.10. 

 

Table 5: RMS deviations between experimental and calculated relative RR intensities of trans-

azobenzene and cis-azobenzene. In the notation TD-ESM//GSM, ESM and GSM indicate the 

methods employed for the excited and the ground states properties, respectively. 

Methodsa RR intensity RMS deviations (arbitrary units) 

 trans-azobenzeneb cis-azobenzenec 

TD-B3LYP//B3LYP 0.34 (0.35) 0.20 (0.22) 

TD-PBE//B3LYP 0.42 (0.42) 0.10 (0.09) 

TD-M06-2X//B3LYP 0.28 (0.29) 0.36 (0.36) 

TD-CAM-B3LYP//B3LYP 0.28 (0.29) 0.32 (0.34) 

TD-ωB97X//B3LYP 0.27 (0.28) 0.34 (0.34) 

TD-PBE//PBE 0.34 0.19 

TD-M06-2X//M06-2X 0.52 0.38 

TD-CAM-B3LYP//CAM-B3LYP 0.52 0.29 

TD-ωB97X//ωB97X 0.55 0.34 
a Calculations performed in ethanol using PCM, values in brackets correspond to gradients calculated in a 

vacuum. b Experimental RR spectra46 recorded at an excitation wavelength of 406 nm, the calculated 

(S2(ππ*)) and measured RR intensities are normalized with respect to the band at 1440 cm-1. c Experimental 

RR spectra46 recorded at an excitation wavelength of 458 nm, the calculated (S1(nπ*)) and measured RR 

intensities are normalized with respect to the band at 594 cm-1. 

 

In summary, the comparison between calculated and experimental RR spectra has shown that 

B3LYP provides the most accurate ground state vibrational frequencies. The RR spectra obtained 
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with TD-B3LYP//B3LYP and TD-PBE//PBE methods give a good agreement with the experimental 

spectra. The TD-M06-2X//B3LYP, TD-CAM-B3LYP//B3LYP and TD-ωB97X//B3LYP 

approaches improve the excited states gradients for the S2(ππ*) state of trans-azobenzene but not 

for the S1(nπ*) state of cis-azobenzene, which is better described by the TD-PBE//B3LYP method. 

 

3.4. Comparison between wave function based methods and experimental RR spectra. 

The RR spectra calculated with the EOM-CCSD, RASSCF and RASPT2 methods are compared to 

experimental results (Table 6 and Figure 4). The excited states gradients were calculated in a 

vacuum, whereas, according to the analysis of the previous section, the B3LYP properties obtained 

in ethanol are employed for the ground state. The EOM-CCSD gradients were computed with the 6-

31G(d) basis set and the RASSCF as well as the RASPT2 gradients were obtained with the 6-

311++G(d,p) basis set. The EOM-CCSD gradients of trans-azobenzene were also calculated with 

the 6-311+G(d) basis set to check the convergence of the results. Thus, almost equal RMS 

deviations of 0.28 and 0.27 are obtained with the 6-31G(d) and 6-311+G(d) basis sets, respectively 

(Table 6). Therefore, for cis-azobenzene the gradients were only computed with the 6-31G(d) basis 

set. Additionally, the TDDFT gradients were also re-calculated in a vacuum (Table 5 and Figure 4) 

to check the impact of the solvent on the RR spectra and to provide direct comparison with the 

wave function based methods. The results presented in Table 5 clearly indicate that the solvent has 

a small effect on the excited states gradients. Indeed, the RMS deviations are modified at the most 

by 0.02, which does not alter the conclusions obtained when comparing the different methods. 

For trans-azobenzene, the comparison between the wave function based methods and the 

experimental RR spectrum shows that the RMS deviations obtained with the EOM-CCSD and 

RASSCF methods have comparable values to the best TDDFT approaches. In fact, the smallest 

RMS deviation is found with the RASSCF(18,2,2;7,3,6) method with a value of 0.24. The RMS 

deviations calculated with the RASPT2 methods are larger with a value of 0.38. This result is 

surprising because RASPT2 was expected to provide the most accurate gradients. For cis-
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azobenzene, the RMS deviations computed with EOM-CCSD and RASSCF are larger than those 

obtained with the best TDDFT approaches. The RASPT2 results are in closer agreement to the 

experimental RR spectra providing a RMS deviation of 0.19 for the RASPT2(18,4,4;9,0,7) method. 

However, this value is still larger than the TD-PBE//B3LYP results of 0.09. 

 

Table 6: RMS deviations between experimental and calculated relative RR intensities of trans-

azobenzene and cis-azobenzene. In the notation TD-ESM//GSM, ESM and GSM indicate the 

methods employed for the excited and the ground states properties, respectively. 

Methodsa RR intensity RMS deviations (arbitrary units) 

 trans-azobenzeneb cis-azobenzenec 

EOM-CCSD//B3LYPd 0.28 (0.27) 0.27 

RASSCF(18,2,2;7,3,6)//B3LYP 0.24 0.33 

RASSCF(18,4,4;9,0,7)//B3LYP 0.30 0.37 

RASPT2(18,2,2;7,3,6)//B3LYP 0.38 0.26 

RASPT2(18,4,4;9,0,7)//B3LYP 0.38 0.19 
a Gradients calculated in a vacuum using the B3LYP geometry in ethanol. b Experimental RR spectra46 

recorded at an excitation wavelength of 406 nm, the calculated (ππ* state) and measured RR intensities are 

normalized with respect to the band at 1440 cm-1. c Experimental RR spectra46 recorded at an excitation 

wavelength of 458 nm, the calculated (nπ* state) and measured RR intensities are normalized with respect to 

the band at 594 cm-1. d The value in bracket is calculated with the 6-311+G(d) basis set. 

 

The fact that the RMS deviations calculated with the RASPT2 method (using different RAS 

partitions) are larger than those obtained with RASSCF and EOM-CCSD (trans-azobenzene) or that 

they do not improve the TDDFT results, provides an indication that the comparison with 

experimental RR spectra is not fully adequate to assess the excited states gradients. The 

discrepancies with experiment might originate from several reasons: (i) inaccuracies in the B3LYP 

normal coordinates, (ii) solvent effects not described by PCM, (iii) limitations of the short-time 

approximation for RR intensities, (iv) effects arising from the large amplitudes in the zero-point 

vibrational movements95, and finally (v) experimental errors. In particular, the analysis of section 

3.3 has shown that the choice of the ground state normal coordinates has a significant impact on the 
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relative RR intensities. This is clearly visible in the case of trans-azobenzene in the 1400-1500 cm-1 

region. Thus, it is likely that, despite the good vibrational frequencies obtained with B3LYP, some 

inaccuracies still remain for the normal modes. In order to investigate such effects further, the RR 

intensities were also calculated with B3LYP using the MP2 normal modes (TD-B3LYP//MP2). The 

obtained RR spectra (Figure S3) do not improve upon the TD-B3LYP//B3LYP results and lead to 

RMS deviations of 0.34 and 0.55 for trans-azobenzene and cis-azobenzene, respectively. Therefore, 

in order to separate the errors originating from the ground state properties and from the excited state 

properties, and to eliminate possible inaccuracies originating from the comparison with 

experimental data, the gradients are additionally assessed in the next section with respect to the 

RASPT2 results. 
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Figure 4: Comparison between calculated and experimental RR spectra of trans-azobenzene (left, 

ππ*) and cis-azobenzene (right, nπ*). In the notation TD-ESM//GSM, ESM and GSM indicate the 

methods employed for the excited and the ground states properties, respectively. The spectra are 

normalized with respect to the most intense band, and a Lorentzian function with a FWHM of 5 cm-

1 is employed to broaden the transitions. The experimental RR spectra are reconstructed from the 

cross-sections reported in reference.46 
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3.5. Comparison of the different methods with respect to RASPT2(18,2,2;7,3,6). 

In this section, the excited states gradients of both nπ* and ππ* states of trans- and cis-azobenzene 

are assessed with respect to the RASPT2(18,2,2;7,3,6) results. This method gives the most accurate 

excitation energies (section 3.2.) for the four considered states. Therefore, the gradients obtained at 

this level of theory are considered as a theoretical reference. Additionally, the convergence with 

respect to the choice of active space is investigated by virtue of the RASPT2(18,4,4;9,0,7) data. In 

the same way as in the previous section, all gradients are calculated in a vacuum using the B3LYP 

geometry obtained in ethanol. The geometry and modes calculated with B3LYP are chosen to 

facilitate the comparison with the results reported in the other sections of the paper. 

The investigation of the RMS deviations (Table 7) for trans-azobenzene shows that the 

RASPT2(18,4,4;9,0,7) and RASPT2(18,2,2;7,3,6) methods provide nearly identical gradients. 

Indeed, the RMS deviations have values of 0.00 and 0.01 for the nπ* and ππ* states, respectively. 

This demonstrates that the results are converged with respect to the active space size and that the 

RASPT2(18,2,2;7,3,6) data can be considered as a reference to assess the other methods. Thus, it is 

seen that for both nπ* and ππ* states of trans-azobenzene, B3LYP provides the most accurate 

gradients and RR spectra (Figure 4 and Figure S4) with respect to the multiconfigurational 

reference data. Indeed, RMS deviations of 0.06 and 0.07 (Table 7) are obtained for the nπ* and ππ* 

states, respectively. The PBE functional gives good gradients for the ππ* state with a RMS 

deviation (0.08) comparable to B3LYP. However, larger errors are obtained with this functional for 

the nπ* state, which shows a RMS deviation of 0.17. M06-2X and the two long-range corrected 

functionals perform equally well for both states, leading to RMS deviations close to 0.15, which are 

nevertheless significantly larger than those obtained with B3LYP. The facts that PBE is less 

accurate for the nπ* state, and that M06-2X, CAM-B3LYP and ωB97X do not improve the 

gradients for the ππ* state, vary from the conclusions reported in section 3.3 when comparison was 

made with the experimental spectra. Among the wave function based approaches, EOM-CCSD 

provides very good gradients for the nπ* state (RMS deviation of 0.05), whereas it is less accurate 
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for the ππ* state (RMS deviation of 0.18 with the larger basis set). The RASSCF(18,4,4;9,0,7) 

method provides smaller RMS deviations than RASSCF(18,2,2;7,3,6) with values of 0.09 and 0.13 

for the nπ* and ππ* states, respectively. 

 

Table 7: RMS deviations on the relative RR intensities for the different methods with respect to the 

reference method RASPT2(18,2,2;7,3,6). In the notation TD-ESM//GSM, ESM and GSM indicate 

the methods employed for the excited and the ground states properties, respectively. 

Methodsa RR intensity RMS deviations (arbitrary units) 

 trans-azobenzene cis-azobenzene 

 nπ* ππ* nπ* ππ* 

TD-B3LYP//B3LYP 0.06 0.07 0.21 0.09 

TD-PBE//B3LYP 0.17 0.08 0.18 0.41 

TD-M06-2X//B3LYP 0.14 0.15 0.26 0.15 

TD-CAM-B3LYP//B3LYP 0.14 0.15 0.23 0.10 

TD-ωB97X//B3LYP 0.14 0.17 0.24 0.09 

EOM-CCSD//B3LYPb 0.05 (0.05) 0.23 (0.18) 0.25 0.35 

RASSCF(18,2,2;7,3,6)//B3LYP 0.14 0.32 0.23 0.12 

RASSCF(18,4,4;9,0,7)//B3LYP 0.09 0.13 0.29 0.13 

RASPT2(18,4,4;9,0,7)//B3LYP 0.00 0.01 0.11 0.10 
a Gradients calculated in a vacuum using the B3LYP geometry in ethanol. b The values in brackets are 

calculated with the 6-311+G(d) basis set. 

 

For cis-azobenzene, the RASPT2(18,4,4;9,0,7) calculation leads to RMS deviations of 0.11 and 

0.10 for the nπ* and ππ* states, respectively. This indicates that the gradients are not fully 

converged with respect to the active space size, which is correlated to the low weight of the ππ* 

configuration of S5 (see Table S9). Nevertheless, according to the calculated excitation energies 

(Table 3) and the high weights of the leading nπ* and ππ* configurations (Table S9), it is assumed 

that RASPT2(18,2,2;7,3,6) provides the reference results. For the nπ* state, all considered methods 

give RMS deviations comprised between 0.18 and 0.29. The best gradients are obtained for the PBE 

and B3LYP functionals, with values of 0.18 and 0.21, respectively. For the ππ* state, the B3LYP 

and the long-range corrected functionals (CAM-B3LYP and ωB97X) give the most accurate 
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gradients with RMS deviations close to 0.10. For this state, PBE and EOM-CCSD calculations lead 

to large errors. 

 

4. Conclusions 

The present study has provided a detailed theoretical analysis of the two isomers of azobenzene in 

the Franck-Condon region. The geometries, vibrational frequencies and normal coordinates were 

obtained by MP2 and by several DFT methods, namely B3LYP, PBE, M06-2X, CAM-B3LYP and 

ωB97X, and comparison with experimental data shows that the B3LYP functional gives the most 

accurate results for the ground state properties i.e. geometries and frequencies. 

The excited state properties of the S1(nπ*) and S2(ππ*) states of trans- and cis-azobenzene were 

investigated by TDDFT, EOM-CCSD and by state-of-the-art RASPT2/RASSCF calculations. The 

analysis of the vertical excitation energies and their comparison with experimental values has 

revealed that the RASPT2(18,2,2;7,3,6) calculation provides the most accurate excitation energies 

with deviations of the order of 0.1 eV. Among the TDDFT methods, the CAM-B3LYP functional 

shows the best performance on the excitation energies. The excited state gradients were assessed 

through the calculation of RR intensities. The comparison with experimental RR spectra in 

resonance with the S2(ππ*) state of trans-azobenzene and with the S1(nπ*) state of cis-azobenzene 

indicated that the B3LYP and PBE functionals provide good gradients for both isomers. However, 

the large RMS deviations obtained for the RASPT2 calculations suggested that the comparison 

between theoretical and measured RR spectra suffers from some limitations, which might likely be 

attributed to inaccuracies in the calculated ground state normal coordinates. Therefore, the excited 

state gradients were also assessed with respect to the reference RASPT2(18,2,2;7,3,6) data. In that 

case, the most accurate gradients are obtained with B3LYP, whereas other functionals as well as the 

EOM-CCSD and RASSCF calculations give less consistent results. 

In general, despite the tendency of B3LYP to underestimate the excitation energies, this functional 

provides the most balanced description of both ground and excited state properties for both isomers 
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of azobenzene in the FC region. Moreover, it can be mentioned that the computationally more 

demanding methods, RASSCF and EOM-CCSD, do not perform better for excited states gradients 

as the computationally cheap TDDFT method. This indicates that a larger amount of correlation 

effects should be included e.g. at the RASPT2 level, to outperform TDDFT. This conclusion holds 

in the FC region but is likely different if highly distorted geometries are considered, as those 

explored in excited state dynamics. In that case, multiconfigurational methods like RASSCF should 

perform better than TDDFT. 

The good performance of TDDFT//DFT in reproducing experimental RR intensities within the STA 

was already reported by the some authors of this study on different molecules28,96,29,97,30. In 

particular, B3LYP was found accurate to describe the excitation energies and gradients of the first 

ππ* state of rhodamine 6G96 as well as of the metal-to-ligand charge transfer states of a ruthenium 

complex97. In the case of ππ* transitions with a pronounced charge transfer character, long-range 

corrected functionals or hybrid functionals with a large amount of exact exchange were found more 

accurate for the excited state gradients, as for example in the case of the S1 states of 

julolidinemalononitrile28, of o-nitrophenol29 and of a donor-acceptor thiazole-based chromophore30. 

For some of these systems29,30, the wave function based methods CC2 and RASSCF provided 

gradients of comparable accuracy as TDDFT. Therefore, the results obtained herein for the 

azobenzene isomers confirm the good performance of TDDFT and also show that the assessment of 

the gradients should be preferably performed with respect to reference data calculated with highly 

correlated methods, like RASPT2, rather than with respect to experimental data. 
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