THE JOURNAL OF CHEMICAL PHYSICS 147, 174502 (2017)

® CrossMark
¢

The accretion of the new ice layer on the surface of hexagonal ice
crystal and the influence of the local electric field on this process
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The process of creation of a new layer of ice on the basal plane and on the prism plane of a hexagonal
ice crystal is analyzed. It is demonstrated that the ordering of water molecules in the already existing
crystal affects the freezing. On the basal plane, when the orientations of water molecules in the ice
block are random, the arrangement of the new layer in a cubic manner is observed more frequently—
approximately 1.7 times more often than in a hexagonal manner. When the water molecules in the ice
block are more ordered, it results in the predominance of the oxygen atoms or the hydrogen atoms
on the most outer part of the surface of the ice block. In this case, the hexagonal structure is formed
more frequently when the supercooling of water exceeds 10 K. This phenomenon is explained by
the influence of the oriented electric field, present as a consequence of the ordering of the dipoles of
water molecules in the ice block. This field modifies the structure of solvation water (i.e., the layer of
water in the immediate vicinity of the ice surface). We showed that the structure of solvation water
predetermines the kind of the newly created layer of ice. This effect is temperature-dependent: when
the temperature draws nearer to the melting point, the cubic structure becomes the prevailing form. The
temperature at which the cubic and the hexagonal structures are formed with the same probabilities
is equal to about 260 K. In the case of the prism plane, the new layer that is formed is always the
hexagonal one, which is independent of the arrangement of water molecules in the ice block and is
in agreement with previous literature data. For the basal plane, as well as for the prism plane, no
evident dependence on the ordering of water molecules that constitute the ice block on the rate of

crystallization can be observed. Published by AIP Publishing. https://doi.org/10.1063/1.4994612

. INTRODUCTION

A crystal of hexagonal ice, even if its crystallographic
structure is nearly perfect, can still show a significant degree
of disorder. This is due to the possibility of different spatial
orientations of water molecules that are built in the crystal lat-
tice of ice. In fact, it is said that water molecules in hexagonal
ice crystals are usually randomly oriented, which results in a
zero dipole moment of the whole structure. However, the same
may not always be true for the surface of ice. It can be hetero-
geneous since the number of dangling O—H bonds and their
relative positions on the surface can change. It is possible that
a particular pattern of dangling O—H bonds on the ice surface
might be preferred (the one that provides a minimum value of
the ice surface free energy). Because of that it is reasonable to
ask if the state of the ice surface in contact with liquid water
has an influence on the kinetics of the freezing of water or on
the structure of the newly accumulated layer of ice. In the case
of freezing of pure water, it seems that the original order pat-
tern should fade quickly.! However, the state of the surface of
ice may be of importance to the action of antifreeze proteins
(AFPs). These proteins are able to prevent the growth of an
ice crystal, thanks to their ability to irreversibly bind to the ice
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surface (to various crystallographic planes, depending on the
protein type?). The mechanism responsible for the adsorption
is still debated.?

The available data concerning the arrangement of the O-H
bonds at the surface (and its possible implications for freez-
ing and melting) usually concern the “bare” ice surface (the
ice-vacuum interface). Fletcher* was the first one who pointed
out that there is a preferred pattern—estimated temperature,
in which this structure should be stable, was very low (about
30 K for the basal and 70 K for the prism plane). Results
reported for higher temperatures, below 200 K, are inconclu-
sive. Buch er al.> suggested that in these temperatures, the
basal plane of ice may be, at least partially, ordered and this
order corresponds to the structures proposed by Fletcher. On
the other hand, recently published work of Avidor and Allison®
undermines that conclusion, claiming that Fletcher’s structures
cannot be the predominant ones (if they exist at all). Moreover,
the energy of stabilization of the ordered structures is relatively
small,* so at temperatures close to the melting point of ice, the
ordering disappears completely due to the thermal motions.
However, even if there is no specific or preferred pattern, the
relative positions of dangling O-H bonds on the ice surface
may still have an influence on the water freezing process, as
other authors pointed out.

Batista and J6nsson’ asked what was the influence of
dangling O-H bonds on the adsorption energy of a single
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water molecule on the ice surface. Studies were conducted
at 140 K, the adsorption occurred at the ice-vacuum interface,
and TIP4P water model was used. The authors noted that there
are three molecules in the surface that are close to the adsorb-
ing molecule. Therefore, adsorption sites on the ice surface
are different due to different orientations of water molecules
in their surroundings. The authors proposed to divide the sites
into groups, taking into account the number of dangling O—
H bonds in theirs immediate vicinity. Type A sites, with one
dangling O-H bond next to them, had the highest adsorp-
tion energy—these were the sites that were occupied by the
adsorbing molecules first. A little less favorable were B sites,
surrounded by two dangling O—H bonds. When there were no
dangling O—H bonds in the vicinity of an adsorption site, the
adsorption energy was much lower than for A and B sites.
When there were three dangling O—H bonds close to the site,
the adsorption did not occur. Quantum-mechanical calcula-
tions performed by others® confirmed that A and B sites have
the highest adsorption energy. Conclusions drawn by Batista
and J6nsson’ can be summarized as follows: the adsorption
of a single water molecule on the basal plane of ice takes
place in the corner or in the middle of a six-membered ring
created by the water molecules belonging to the ice surface.
The condition for the adsorption to occur is the presence
of one or two dangling O-H bonds in the immediate vicin-
ity of the adsorption site. The adsorption energy depends,
according to the authors, on the strength of the local, effec-
tive electric field generated by the dangling O-H bonds close
to the adsorption site—the biggest contribution comes from
the dangling O-H bonds in the immediate vicinity of this
site. However, some authors pointed out that when consider-
ing the influence of the electric field on the adsorption energy,
contributions originating from dangling O-H bonds located
up to 10 A from the adsorption site should be taken into
account.’

The role of the dangling O—H bonds was also acknowl-
edged during the analysis of ice pre-melting. Namely, Bishop
et al.'® studied the mechanism of pre-melting of the basal
plane of ice. The authors analyzed the behavior of two ice sur-
faces, differing in the number of dangling O—H bonds. They
noticed that the temperatures, in which the melting begins,
are different for both surfaces. In an attempt to pinpoint the
origin of this behavior, the authors introduced a global order
parameter, which was the measure of heterogeneity of dan-
gling O—H bonds distribution. It turned out, however, that the
global order of dangling O—H bonds could not really explain
the observed differences in the melting temperatures. Further
and more careful analysis led to the conclusion that the local
order of dangling O—H bonds is more important. Sites on the
surface of ice with higher “density” of dangling O-H bonds
(“hot spots”) had lower melting temperature.

In conclusion, we can say that the state of the ice surface
has a great importance when it comes to the ice melting process
or growth of new layers of ice on the crystal surface. However,
it should be noted that the results discussed above refer to a
“bare” ice surface (the ice-vacuum interface). In this case, the
adsorption of a single water molecule is influenced only by its
interaction with the ice surface. For this reason, an attempt to
extend these conclusions to the solid-liquid interface may be
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problematic. Moreover, as Buch et al.’ pointed out, adsorption
of molecules on the surface may strengthen, modify, but also
disturb original order patterns which can play an important role
in the formation of new ice layers, especially in the case of the
solid-liquid interface. To the best of our knowledge, there are
no reports concerning the influence of the number or the order
of dangling O—H bonds for the melting/freezing of ice at the
solid-liquid interface. For this reason, but also bearing in mind
the role, that dangling O-H bonds may hypothetically play in
the action of antifreeze proteins, we decided to undertake this
study.

Il. METHODS
A. Simulation procedure

The results were obtained using computer simulations.
They were carried out with the molecular dynamics package
Amber12.'" The temperature was kept constant by the weak
coupling to an external bath (vt = 1.0 ps) using the Berend-
sen thermostat.'> The pressure (1 bar) was kept constant by
the weak coupling method (7, = 1.0 ps). The particle-mesh
Ewald method was used for electrostatic interactions. A cutoff
of 1.2 nm for nonbonding interactions was used. Equations of
motion were integrated with a relatively small (in relation to
the simulation temperatures) time step, 2 fs. As Rozmanov and
Kusalik '* showed, too high value of the time step significantly
affects the observed water freezing rate.

B. Selection of water model

The chosen water model was TIP4P/Ice.'* Its freezing
temperature, 272 K, is very close to the experimental value.
The creators of the TIP4P/Ice water model convincingly argue
that their model “greatly improves the melting properties
of previous potentials. But, contrary to the case of TIP5SP,
the improvement in the melting properties is done without
deteriorating the other computed quantities.”'*

C. System setup

Simulated systems consisted of an ice block, built from
1330 TIP4P/Ice water molecules (7 layers of hexagonal ice,
190 water molecules in each layer), surrounded by another
15858 water molecules (liquid water). Two planes of the
block were basal planes of hexagonal ice (approximately 3.8
x 3.8 nm) and two planes were prism planes (approximately
3.8 X 2.5 nm). Distances between the surfaces of ice and the
simulation box walls were equal to 3.0 nm for the basal planes
and 1.5 for the rest of the surfaces. Therefore, the ice block
was surrounded by liquid water from all sides. The purpose of
that was to eliminate the influence of periodic boundary con-
ditions on the water freezing process, which was pronounced
especially in the case of the basal plane."> To avoid melting of
ice on the edges of the block, the coordinates of oxygen atoms
in the block were constrained (the harmonic force constant
was 2 kcal A=2 mol™1).

Two types of systems were analyzed: the ones with the
ice block with a nonzero overall dipole moment and the ones
with the ice block with a close to zero overall dipole moment.
120 independent copies of the first and the second type of
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the system were analyzed. They differed with (liquid) water
molecules coordinates and specific order of dangling O-H
bonds on the ice surfaces.

Results are presented as averages, obtained from the anal-
ysis of these 120 copies, for temperatures from the range
250 K-270 K. Detailed description of the procedure of the
preparation of the systems was included in the supplementary
material to the present publication. The time of the simulation
was equal to 60 ns for every system.

lll. RESULTS AND DISCUSSION
A. General characteristic of the systems

Simulations of the studied systems were carried at tem-
peratures 250 K, 257.5 K, 261 K, 265 K, and 270 K. The
progress of the freezing of solvation water on the basal and
prism planes of the ice block was analyzed. To follow it, a
CHILL+ algorithm'® was used. This recently developed algo-
rithm can distinguish different forms of ice (hexagonal and
cubic) and detect the so-called interfacial ice—a structure that
appears on the ice-water interface; its ordering is intermediate
between that of ice and tetrahedrally coordinated liquid.!”

For our research, we chose a system that consists of an ice
block surrounded on all sides by liquid water. This choice was
made to avoid the influence of periodic boundary conditions
on the freezing process.'’

There is also another advantage of this choice. The for-
mation of a new ice layer starts by the formation of a nucleus
that needs to reach a temperature-dependent critical size.'®
Our system is relatively small which hampers the growth of
the nucleus. At higher temperatures, closer to the ice melt-
ing point, our system reaches a steady state, when the ice
nuclei continuously form and dissolve. Thus, assuming that
this steady state is equivalent to an equilibrium state, inves-
tigation of this dynamic equilibrium offers an opportunity to
evaluate the role of the state of the ice surface.

However, in this case, the effects resulting from the exis-
tence of sharp edges of the ice block may occur. To lessen their
influence on the results, we analyzed the properties of solva-
tion water covering up only the middle area of every surface
of the ice block: this area consisted of water molecules that
were located at a distance of at least 0.5 nm from the edges of
the block (Fig. S1 in the supplementary material).

In our work, we analyzed two types of systems, which
we called ASYM and RAND. Both of them consisted of 120
independent copies prepared as described in detail in the sup-
plementary material. We adopted the following definition of
the dangling O—H bonds: if an axis of an O-H bond of some
water molecule located at a selected plane of the ice block
forms with this plane an angle greater than 45°, then we rec-
ognize this hydrogen atom as dangling. ASYM and RAND
systems differed by the number of dangling O-H bonds in
the middle parts of the ice block surfaces—the parts that were
next to the analyzed solvation water (Fig. S1 in the supplemen-
tary material). For the ASYM systems, the average number of
dangling O-H bonds at the basal planes was (78 + 8)% on
one side and (22 + 4)% on the other side, while at the prism
planes, it was (65 + 5)% on one side and (32 + 4)% on the
other side. The number after + sign is the standard deviation
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from the average calculated over the 120 copies mentioned
above. Therefore, the overall number of dangling O-H bonds
was very similar in each copy, but the specific arrangement of
these dangling O—H bonds on the planes was different in each
copy. The initial number and arrangement of dangling O-H
bonds remained almost unchanged during the whole simula-
tion (60 ns). In the case of the RAND systems, the average
number of dangling O—H bonds was (48 + 5)% and (49 + 4)%
for two basal planes. For the prism planes, the values were
similar, also equal to about 50%.

B. Density distribution functions and the scope
of the solvation layer

In the first step, we determined the distribution of solva-
tion water density in the vicinity of the ice surface (see the
supplementary material). The course of the density distribu-
tion function (Fig. S2 in the supplementary material) allowed
us to choose the scope of the analyzed solvation layers, which
was 0.35 nm and 0.58 nm.

C. Dynamics of ice layer formation

Formation of a new ice layer on the already existing ice
surface is a complex process, which is initiated by a forma-
tion of an ice nucleus, followed by its growth and association
of the neighboring nuclei into a larger structure.'> The lower
the temperature, the easier the process of nucleation takes
place—at temperatures close to the freezing temperature, crit-
ical ice nucleus size, that allows for subsequent stable growth,
becomes greater and thus the probability of forming it rapidly
decreases. For example, Hudait ef al.'® reported that for a
monoatomic water model mW, at temperature 270 K, the crit-
ical size of the ice nucleus is about 180-280 water molecules.
The melting temperature of this model, determined by the
authors, is equal to (273 + 0.5) K. The systems examined by
us were relatively small (the bilayer of ice at the basal plane
consisted of only 190 water molecules). It means that at tem-
peratures close to the ice melting point (272 K for TIP4P/Ice
water model), the formation of a sufficiently large ice nucleus
may be hindered. This is the reason why the freezing is com-
plete only in systems with high degree of supercooling (250
K), while at the higher temperatures (257.5 K, 261 K, 265
K, and 270 K), the systems apparently reached a steady state,
in which ice nuclei of both forms of ice are formed and dis-
solved, staying in equilibrium with surrounding liquid water.
Two examples of this process, for ASYM system, can be found
in Fig. S3 in the supplementary material. This dynamic equi-
librium offers an opportunity to evaluate the role of the state of
the ice surface—a number and/or the arrangement of the dan-
gling O-H bonds—on the tendency to form a new (hexagonal
or cubic) layer. In the available literature, there is no reference
to this problem. Even though cubic ice is less thermodynam-
ically stable than hexagonal ice, the difference between their
free energies is relatively small (the value obtained by com-
puter simulations with a mW water model was on the order
of about 0.1 kJ/mol,'® while the experimental value was esti-
mated to be equal to about 0.05 kJ/mol?°). This means that in
temperatures close to the freezing temperature of water, both
forms should occur with almost the same probability. However,
the situation is different: both experiment®! and simulations'®
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show that the content of the cubic structure in the freezing
water is different than the content of the hexagonal structure,
and it depends on the temperature (the amount of the cubic
structure decreases when the temperature increases).

Process of ice freezing proceeds differently for the basal
and prism plane of ice; therefore, the results obtained for those
planes will be presented separately.

1. Basal plane

CHILL+ algorithm,'® which we used as a tool for the anal-
ysis of the state of the systems, is able to detect hexagonal and
cubic structures, and—at the same time—allows to evaluate
the content of liquid (or more disordered) water in the freezing
mixture. When we follow the process of the freezing of water
at 250 K, in the first solvation shell (up to 0.35 nm), it can be
seen that the systems have a tendency to evolve in two main
directions: the formation of a hexagonal or cubic structure
(Fig. 1). We noticed that the system in which the crystalliza-
tion process started with the cubic (or hexagonal) form of ice,
afterwards, in most cases, ended up with the solvation water
frozen entirely as cubic (or hexagonal) ice. At this temperature
and after 60 ns, only a small number (no more than 2%-3%)
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of the systems were in a state, in which the content of cubic
and hexagonal structures in the freezing layer was comparable.
Usually, the final (that is after 60 ns of simulation) content of
one of the forms of ice was much higher than the other, exceed-
ing 95%. However, at higher temperatures: 257.5 K, 261 K,
265 K, and 270 K, the behavior of the systems was different.
Liquid water does not freeze entirely—for example, at 265 K
the amount of water molecules that can be classified as liquid
water (from the structural point of view) was equal to about
40% -+ 50%. The emerging ice nuclei could have a hexagonal
or cubic structure—during the simulation, we observed con-
stant processes of formation, dissolution, and reformation of
the same or different crystallographic structure of ice (Fig. S3
of the supplementary material). As it was mentioned before,
these fluctuations were the result of the small size of the block.
It was impossible to create simultaneously many neighboring
ice nuclei on the surface of ice and to combine them into one
greater and stable ice nucleus.

The fact that we observed the growth of hexagonal and
cubic structures on the basal plane is in agreement with the
results described by other authors. Carignano et al.>> showed
that there are hexagonal and cubic layers growing on the basal
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plane. Carignano®® compared ice growth on hexagonal and

cubic surfaces (on basal and (111) planes, respectively). The
research demonstrated that new ice layers growing on the ice
surface can have both hexagonal and cubic structures, regard-
less of the initial structure of the ice, but layers of the cubic
structure occur more often. Similar conclusions were drawn by
Seo et al.'> and Choi et al.,>* who estimated the average ratio
of cubic to hexagonal ice as 2.4:1 and 2.5:1. Recently, Hudait
et al.'® conducted research, in which they observed ice growth
on the basal plane of hexagonal ice. The results showed that
in each of the studied temperatures, the new ice that emerged
was a mixture of hexagonal and cubic structures. In temper-
atures close to the melting point, new ice layers were either
cubic or hexagonal. When the degree of supercooling became
higher, cubic and hexagonal structures could coexist within
one layer (separated by the line of crystal lattice defects). This
effect is easy to understand, when bearing in mind the strong
temperature dependence of the size of the critical ice nucleus.
When it comes to the homogeneous ice nucleation, it appears
that, strictly speaking, neither a hexagonal nor cubic structure
is formed, but a stacking-disordered material with cubic and
hexagonal sequences.”

Figure 1 illustrates the time dependence of a fraction of
hexagonal and cubic structures in the solvation layer, averaged
over all 120 studied systems. Two conclusions arise immedi-
ately from this figure. First, at 250 K, systems ASYM and
RAND behave differently: in ASYM systems, the hexagonal
structure is preferred (CUB/HEX ratio, cubic to hexagonal
structure content, is equal to about 0.7), while in RAND sys-
tems, the cubic form of ice is preferred (CUB/HEX ratio is
equal to about 1.7). Second, in ASYM systems, the preference
of one ice form over another generally does not depend on the
number of dangling O—H bonds. After raising the temperature
to 265 K, the situation is different: in RAND and ASYM sys-
tems, the cubic structure is more favored and the CUB/HEX
ratio is more or less the same for both, equal to about 1.7. This
is roughly the same value that we observed in the case of the
RAND systems at 250 K.

As we already mentioned, at 250 K the form of ice that
emerged first usually continued to grow and expand until the
whole solvation shell was frozen. It indicates that it is decided
very early which form of ice is going to be finally formed
on the basal plane. We investigated the structure of solva-
tion water (up to 0.58 nm from the surface of ice) in these
early moments—during the first 0.06 ns of the simulation. In
this short time, the crystallization is not yet advanced, but the
structure of solvation water has already changed to enable it to
turn into ice later on. The choice of low temperature, 250 K,
offers also another advantage, which is small thermal motions.
Thanks to that, the structural effects are enhanced and can be
observed more easily. We examined whether the early changes
in the structure of solvation water can be connected with the
structure of the new layer of ice that is finally formed. We
analyzed the positions of water molecules (relatively to the
underlying surface of ice) and their orientations (as described
by the vector of the dipole moment). To this aim, we calcu-
lated the average number of molecules occupying consecutive
points in space (with a step equal to 0.01 nm), taking into
account these first 0.06 ns of the simulation. Moreover, we
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also calculated the energies of the dipoles of water molecules
in the local electric field generated by the ice block.

We clearly observed some well-defined points in space
which are occupied significantly more often than other. This
can be seen in Fig. 2. A similar feature was described by Seo
et al.,’> who investigated the growth on the basal plane of
hexagonal ice. We divided the frequently occupied spots into
three groups. The first group (called P1, represented by red
spots in Fig. 2) is the spots located next to the most outer water
molecules at the surface of the ice block. Water molecules from
the solvation layer that occupy these spots create hydrogen
bonds with the surface of the ice block. The energy of dipoles
of these water molecules in the electric field is relatively low,
its mean value ranges from about —31 kJ/mol for the ASYM
systems and the plane with 78% of dangling O—H bonds to
about —22 kJ/mol + —26 kJ/mol for the rest cases.

The second group (P2, cyan spots in Fig. 2) is the spots
above these water molecules in the ice block that constitute
the inner sublayer of the most outer part of the ice block. The
molecules in spots P2 occupy the rest of the nodes of the hexag-
onal net. These spots are a little farther from the surface of the
ice block than the P1 spots (by about 0.08 nm). The positions
of the P1 and P2 spots can be observed in Fig. 2. The P2
spots are also about ten times less frequently occupied than P1
spots. The energy of dipoles of water molecules in P2 spots
is higher than in P1 spots and equal to about —3.8 kJ/mol and
—=5.7 kJ/mol in RAND and ASYM systems, respectively. If
these spots become occupied and hydrogen bonds are created
with molecules from the P1 spots, it can lead to the formation
of a new ice layer that will have a hexagonal structure.

The third group (P3, orange spots in Fig. 2) is the spots
above the middle of the six-membered rings of the hexago-
nal ice. Similar to the P2 spots, they are also a little farther
from the surface of the block than the P1 spots and less fre-
quently occupied than the P1 spots. The energy of dipoles of
water molecules in P3 spots is higher as well, equal to about
—3.7 kJ/mol and —5.4 kJ/mol in RAND and ASYM systems,
respectively. If these spots become occupied and hydrogen
bonds are created with molecules from the P1 spots, it can
lead to the formation of a new ice layer that will have a cubic
structure.
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FIG. 2. The spots where water molecules from the first and second solvation
shells of the basal plane of hexagonal ice place themselves most frequently.
The ice block is in black lines. The spots P1 are in red, the spots P2 and P3 are
in cyan and orange (see text). Left: The view perpendicular to the basal plane.
Right: Side view, parallel to the basal plane, which highlights the difference
of the distance of the spots P1, P2, and P3 to the surface of the ice block. This
picture was made for the ASYM systems and the basal plane with 22% of the
dangling O—H bonds (for the first 0.06 ns of the simulation at 250 K). The
picture was generated in VMD.8
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The spots P3 are more frequently occupied than P2 in
RAND systems (the ratio P3/P2 is equal to 1.96) but signif-
icantly less frequently occupied than P2 in ASYM systems
(the ratio P3/P2 is equal to 0.40). Since in RAND systems the
cubic structure is the prevailing form and in ASYM systems
the hexagonal structure is the prevailing form (Fig. 1), these
results demonstrate the connection between the early struc-
ture of the solvation water and the final structure of the new
layer of ice. It was also found that the increase in the temper-
ature leads to the increase of the ratio P3/P2, which correlates
with the increase of the amount of the cubic structure in the
system.

In ASYM systems, the ratio P3/P2 is almost the same
for both basal planes—the one with 22% of the dangling O-H
bonds (0.42) and the one with 78% of the dangling O-H bonds
(0.39). Therefore, the sheer state of the surface of ice, charac-
terized by the lack or presence of dangling O-H bonds, does
not determine the kind of ice that crystallizes on the surface.
Rather, the determining factor is the ordering of the dipoles
of water molecules in the ice block that gives rise to a dis-
tinctly oriented electric field. Two features of this field matter
when the new ice is formed—its intensity and the direction of
its vector. The electric field is present in RAND and ASYM
systems. Its mean intensity in both systems is roughly com-
parable for short distances from the surface of ice (from 0.17
nm to 0.35 nm, see Table S1 in the supplementary material).
Farther away, it becomes about two times stronger for ASYM
systems. More importantly, the mean (i.e., calculated over the
whole investigated surface area of ice and the distances from
0.17 nm to 0.35 nm) direction of the vector of the electric field
is very different for RAND and ASYM systems. In RAND
systems, it is perpendicular to the surface of ice and in ASYM
systems, itis askew. It is also about ten times shorter in the case
of the RAND systems than in the case of the ASYM systems.
The shortness of the mean vector is a result of the fact that the
directions of the vector of the electric field intensity can change
abruptly from place to place in the case of the RAND systems.
The dipoles of water molecules tend to arrange themselves,
on average, in the general direction of the vector of the local
electric field generated by the ice block, especially in the first
solvation shell (as indicated by the low energy of the dipoles
in P1 spots).

Water molecules from the second solvation shell also
arrange themselves more or less parallel to the vector of the
electric field (although the energy of the dipoles in P2 and
P3 spots is higher than for P1 spots), but they are also con-
strained by the necessity to create hydrogen bonds with the
molecules from the first solvation layer (P1 spots) in order to
form a new layer of ice. In new layers of hexagonal ice, the
interaction with the directed electric field promotes the orien-
tation of water molecules that echoes the underlying pattern of
the hexagonal ice block, with the bonds between oxygen and
hydrogen atoms aligned along the edges of the six-membered
rings. Actually, knowing the structure of the surface of ice
(the orientations of the water molecules at the surface) and the
direction of the electric field, we are able to predict the most
preferred conformations of water molecules occupying spots
P1. After that, we can check whether this configuration would
favor adsorption in P2 (hexagonal structure) or P3 (cubic
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structure) spots. According to this estimate, in the ASYM
systems, the spots P2 would be favoured over P3 (Fig. S4
in the supplementary material). This estimate of ratio of the
molecules occupying spots P3 and P2 is equal to about 0.8 and
is comparable to the observed ratio of the molecules visiting
spots P3 and P2 in ASYM systems, which is equal to about
0.4. It also is comparable to the observed ratio of the amount
of cubic to hexagonal structure (CUB/HEX = 0.7 for ASYM
system at 250 K).

The increase of the temperature reduces the influence of
the electric field on the orientation of the molecules and results
in a more frequent occurrence of the cubic structure also in the
ASYM systems. This is illustrated in Fig. 1. The temperature
dependence of the ratio of the amount of cubic to hexagonal
structure, CUB/HEX, can be approximated by the Arrhenius
equation (see Fig. 3). The activation energy can be estimated
as about 28 kJ/mol, which is comparable to the energy of
reorientation of the dipole of water molecule in the electric
field, experienced by the water molecules in the solvation shell
(the dipole moment of the TIP4PIce water molecule is 2.426
D'%). As we can see, the equal probability of formation of
both forms of ice in ASYM systems occurs at about 260 K.
This temperature should depend on the strength of the electric
field.

In RAND systems, the direction of the mean vector of the
field in the first solvation shell is perpendicular to the surface
of the block of ice (this is because the molecules of solva-
tion water are closer to the surface hydrogen atoms than to
the surface oxygen atoms). In these systems, the frequency
of formation of the cubic structure is constantly greater than
that of the hexagonal structure. The CUB/HEX ratio is equal
to about 1.7, irrespectively of temperature. Therefore, in this
case, the electric field is, apparently, not responsible for the
prevalence of the cubic structure. It could be possible that the
deciding factor may be the interaction of the newly created ice
layer with the surrounding water, not with the surface of ice,
as suggested by Takahashi.?®?’

The influence of the external electric field on the crystal-
lization of water was studied by experiment>®— and molecular
dynamics.’!=3* It is believed that the electric field exceeding
10° V/m facilitates the nucleation and significantly raises the
melting temperature of ice.’* Some results reported in the
above mentioned references (Yan et al.’'=3*) at first glance
may seem to contradict with ours. These authors observed that
the presence of the electric field equal to about 5 x 10° V/m
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FIG. 3. The Arrhenius plot of the CUB/HEX ratio for ASYM systems. The
estimated activation energy is 28 kJ/mol.
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easily promoted the formation of layers of cubic ice on a flat
wall. In these parts of the simulated systems where the field
was not present, both cubic and hexagonal structures could be
found. However, our results do not describe nucleation in the
presence of an external electric field but the accumulation of
new layers of ice on the already existing matrix—the basal
plane of hexagonal ice. In the cited papers, the ice that was
formed under the influence of the electric field did not expand
by growing on the basal surface. This is why we do not believe
that our observations contradict with these results.

Existing literature data do not allow us to infer if (and how)
the electric field may affect the growth rate of new ice layers
on the surface of the ice block. To answer this question, we
analyzed (at 250 K) the rate of freezing for cubic and hexag-
onal structures, in the vicinity of the basal plane, for ASYM
and RAND systems. Results of this analysis are presented in
Fig. 4. As it can be seen, freezing rates for both forms of ice in
the case of the basal plane are very similar and they seem to
be independent of the state of the ice surface (number of dan-
gling O—H bonds), as well as of the presence of the electrical
field.

This fragment of our work can be summarized as follows.
The oriented electric field, present as a result of ordering of
water molecules in the ice block, can modify the structure
of solvation water (i.e., water in the immediate vicinity of
the ice surface). This modification of the structure of water
predetermines the kind of a newly created layer of ice. Thus,
the oriented electric field, present as a result of ordering of the
water molecules in the ice block, promotes the formation of
the hexagonal form of ice over the cubic form. This is clearly
observed for high supercooling, exceeding 10 K, but not in
higher temperatures, when the supercooling drops to 5 K or
less. Simultaneously, we do not observe an influence of the
state of the basal surface on the freezing rate. The growth

0.2 basal p|ane 1 basal p|ane 1 nal structure (left) and cubic structure
(right) in solvation water (up to 0.35 nm

' y ' ' ' from the ice surface) at basal planes

0 10 20 30 40 30 60 (top) and prism planes (bottom). All

data are for simulations at 250 K. Next
to the prism plane, we do not observe
any cubic structure. The amounts of the
dangling O-H bonds at the surfaces of
the ice block are given.

rates of hexagonal and cubic structures on the basal planes
are very similar and do not seem to depend on the number of
dangling O—H bonds and the electric field generated by the ice
block.

2. Prism plane

On the prism plane, water freezing process leads to
hexagonal structure only. It agrees with observations of other
authors.”” In Fig. 4, we presented results depicting the ice
freezing rate. It can be clearly seen that—compared to the
basal plane—the ice growth is noticeably faster.

Pronounced difference between the ice growth rates in the
case of the basal and prism planes is known and was described
and explained before. 333

IV. CONCLUSIONS

As mentioned in the Introduction, the state of the surface
of ice (number and arrangement of dangling O—H bonds) might
play arole in the freezing and melting processes. However, fac-
tors that determine whether the newly formed ice layer on the
basal plane is hexagonal or cubic are not known. Understand-
ing the role of the state of the surface of ice may be important
from the point of view of understanding the mechanism of
action of AFPs. According to one of the concepts, when the
protein molecule approaches the surface of ice, a “solidifica-
tion” of water between both surfaces occurs.’’ If this concept
is close to the truth, then the role of the state of the surface
may be very important.

As we present, the state of the existing ice, on which the
freezing occurs, can influence this process. We investigated
ice blocks with more ordered and disordered water molecules.
Although we suspect that in nature a long-range ordering
of water molecules may be rather exceptional, it is possible
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that it may occur locally. The orientational ordering of water
molecules in the ice block leads to the presence of a directed
electric field in the vicinity of the ice block. This field modi-
fies the structure of solvation water (i.e., the layer of water in
the immediate vicinity of the ice surface). We showed that the
structure of solvation water predetermines the structure of a
newly created layer of ice (hexagonal or cubic). This effect is
temperature-dependent. The field is responsible for the greater
preference to form a hexagonal structure than to form a cubic
structure on the basal plane in high supercooling, exceeding
10 K. Since a protein molecule can also generate an electric
field, it cannot be ruled out that this phenomenon may have
implications for the action of AFPs.

In the case of the prism plane, we do not observe the
influence of the ordering of water molecules in ice on the
structure of the new layer, which is always hexagonal. We
observe that the freezing proceeds faster on the prism plane
than on the basal plane, but we do not see any clear influence
of the state of the surface (dangling O—H bonds) or the elec-
tric field on the freezing rate. Also, two forms of ice, cubic
and hexagonal, seem to grow with the same rate on the basal
plane.

SUPPLEMENTARY MATERIAL

See supplementary material for detailed description of
the simulation procedure, description of density distribution
functions, picture of solvation layers, diagrams depicting for-
mation and dissolution of ice at 265 K, and mean electric field
intensities.
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