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Abstract 

This work addresses geometry parameter scaling of multi-band antennas for Internet of 

Things applications. The presented approach is comprehensive and permits re-design of the 

structure with respect to both the operating frequencies and material parameters of the 

dielectric substrate. A two-step procedure is developed with the initial design obtained from 

an inverse surrogate model constructed using a set of appropriately prepared reference points, 

and the final design identified through an iterative correction procedure. The latter is 

necessary in order to account for limited accuracy of the surrogate. The proposed approach is 

validated using a dual-band microstrip patch antenna scaled over wide ranges of operating 

frequencies (1.5 GHz to 2.5 GHz for the lower band, and 5.0 GHz to 6.0 GHz for the upper 

band), substrate thickness (0.7 mm to 1.5 mm), and substrate permittivity (2.5 to 3.5). The re-

design cost corresponds to only up to three electromagnetic simulations of the antenna at 

hand. Reliability of the process is confirmed through experimental validation of the fabricated 

antenna prototypes.  
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1. Introduction 

The principal challenges of antenna design applications include the necessity of 

handling multiple performance figures (e.g., matching, gain, efficiency, radiation pattern, 

size), geometrical complexity (implying a large number of parameters that require tuning), but 

also utilization of full-wave electromagnetic (EM) analysis for accurate evaluation of radiator 

performance [16]-[18]. In a typical scenario, antenna is represented using a so-called forward 

(typically EM-simulation-based) model, which computes response characteristics for a given 

set of input parameters (i.e., geometric dimensions) [26]. Antenna design using such models 

involves inverse flow of information oriented towards seeking for a set of unknown adjustable 

variables for which the structure corresponds to the assumed operating conditions [26]. This 

process is governed either by parameter sweeps, or numerical optimization algorithms 

searching for appropriate configuration of variables representing a good match between the 

achieved and desired performance [1], [2], [8]. The main bottleneck of EM-driven design, 

especially when the search involves population-based metaheuristics [3]-[6], [19], is the high 

computational cost [8]. The computational overhead can be reduced, to some extent, using 

adjoint sensitivities (e.g., [7], [21]), or surrogate-based optimization (SBO) algorithms [8], 

[9], [22]-[25]. SBO methods applicable to antenna design exploit both data-driven (e.g., 

kriging [10], co-kriging [22], or neural networks [26]) and EM-based surrogates [8] corrected 

using appropriate methods (e.g., space mapping [11], manifold mapping [12], or cognition-

driven optimization [13]).  

Regardless of computational savings resulting from utilization of SBO, or adjoint-

based methods, a common problem associated with maintaining low cost of antenna design is 

to re-design (scale) a particular structure for various operating conditions and/or different 

dielectric substrates. In practice, due to the necessity of going through the entire process of 

adjusting all input parameters, utilization of forward models for scaling incurs high 
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computational cost. Alternatively, re-design can be accelerated using the inverse models. The 

latter exploit existing designs in order to map the operating conditions of the antenna onto 

configurations of parameters corresponding to designs that are optimum w.r.t. to these 

conditions [14], [27]. For structures with simple topologies, represented using either 

analytical or equivalent circuit models [29], the dimensions can be extracted using design 

curves [28], [29]. Design curves illustrate variability of input parameters as a function of the 

selected performance figure, which is convenient for tracking their changes (typically, using a 

visual inspection) within the range of the assumed operating conditions [29]. On the other 

hand, they are unsuitable for handling multiple performance figures, or complex mutual 

interactions between the parameters [30], [31]. A more generic approach involves antenna re-

design using approximation-based models, which are useful for solving problems 

characterized by multiple operating conditions [15]. 

Inverse models can be constructed from a set of pre-defined reference designs. The 

cost of identifying the reference designs can be reduced by replacing high-fidelity EM 

forward models with their coarsely-discretized counterparts which are 10- to 50-fold faster, 

but also less accurate [8], [14]. The loss of accuracy can be compensated using appropriate 

correction techniques [8], [14], [15]. Once the inverse model is identified, it can be re-used 

multiple times at a negligible cost. A technique for dimension scaling of narrow-band 

antennas with respect to the operating frequency that exploits approximation-based inverse 

models has been proposed in [14]. In [15], the method has been applied to dual-band 

antennas. 

Antenna performance depends on its dimensions, but also the electrical/mechanical 

properties of materials it is implemented on. In case of planar radiators, modification of the 

substrate parameters—dictated either by manufacturing-related constraints or specific 

application setup—drastically affects the response characteristics. For multi-band structures, 
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the problem becomes even more challenging due to complex interactions between the antenna 

parameters and substrate properties and antenna characteristics. In this work, the concept of 

inverse surrogate modeling is extended to dimension scaling of dual-band antennas with 

respect to operating frequencies and parameters of the dielectric substrate material (i.e., 

permittivity and thickness). In our numerical experiments, four figures of interest are handled 

simultaneously which makes the re-design process significantly more challenging than in 

[15], because limited reliability of the inverse surrogate leads to accumulation of the scaling 

errors. Here, an iterative procedure has been proposed that allows for precise allocation of the 

operating frequencies at the cost of up to three EM simulations of the antenna at hand. Our 

approach is demonstrated using a dual-band quasi-patch antenna scaled with respect to both 

operating frequencies that cover industrial, scientific, and medical radio bands (1.5 GHz to 2.5 

GHz, and 5.0 GHz to 6.0 GHz, for lower and upper band, respectively) and substrate 

parameters (0.7 mm to 1.5 mm for the thickness, and 2.5 to 3.5 for permittivity). 

Comprehensive verification study (both numerical and experimental) confirms reliability of 

the proposed technique. 

2. Antenna Scaling for Operating Conditions and Material Parameters 

The purpose of this section is to formulate the dimension scaling task for antennas and 

describe the basic components of the scaling procedure, including the introduced inverse 

surrogate model that accounts for performance figures and material parameters, as well as the 

proposed scheme for iterative correction of the model errors. 

 

2.1. Dimension Scaling of Multi-Band Antennas 

The primary (high-fidelity) EM-simulation model of the antenna structure under 

design will be denoted as Rf(x) with x = [x1 … xn]
T
 being a vector of geometry parameters. 

We also denote by h (thickness) and r (permittivity) the substrate parameters. Given the 
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operating frequencies f0.1, f0.2, through f0.p (p is the number of antenna bands) and the substrate 

parameters h0, r0, xf
*
(f0.1,f0.2,…,f0.p;h0,r0) will denote the corresponding set of optimum 

antenna dimensions (i.e., optimized parameters that allocate the operating frequencies as 

required for antenna implemented on the substrate of thickness h0 and permittivity r). The 

scaling problem is formulated as follows: given xf
*
(f0.1,…,f0.p;h0,r0), find xf

*
(f1,…,fp;h,r), i.e., 

optimum parameter values of the antenna implemented on the substrate of thickness h and 

dielectric permittivity r, and having its operating frequencies allocated at f1, f2, through fp. 

The re-design process should be enabled for the user-defined ranges, fkmin ≤ fk ≤ fkmax, k = 1, 

…, p, hmin ≤ h ≤ hmax, and rmin ≤ r ≤ rmax.  

 

2.2. Reference Designs and Inverse Surrogate Model 

Let {f1.j,f2.j,…,fp.j,hj,r.j}, j = 1, …, Nr, be a preselected set of operating conditions, 

allocated within the ranges defined in Section 2.1. The antenna is optimized at the level of 

coarse-discretization EM model Rc to find xc
*
(f1.j,…,fp.j;hj,r.j), referred to as reference 

designs. 

In the next step, an inverse surrogate model xc(f1,…,fp;h,r) is defined as  

1 .1 1 1 . 1( ,..., ; , ; ) ( ,..., ; , ; ) ... ( ,..., ; , ; )
T

c p r c p r c n p r nf f h x f f h x f f h     x P p p              (1) 

in which xc.l(f1,…,fp;h,r,pl) is a model of the lth geometry parameter. P = [p1  …  pn] is the 

overall parameter vector. 

The choice of an appropriate analytical form of the surrogate is of importance. The 

model should be sufficiently flexible to account for dependence between geometry parameters 

and operating frequencies but, at the same time, the number of parameters should be limited 

to avoid modeling local fluctuations (e.g., being a result of inaccurate optimization of 

particular reference designs). Here, we set  
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. . . .

1

01,..., ; , ,( ) ( ) ( ) ( ( , ,) )
r

p

c l f l l h l l r l

l

p r rf f h f K hx s f s h s q 


 
  
 
      (2) 

where the individual parameter dependencies are modeled using exponential functions 

. . .1 . .2 . .3

. .1 .2 .3

. .1 .2 .3

( ) exp( ), 1,...,

( ) exp( )

( ) exp( )
r r r r

f l l f l f l f l l

h l h h h

l r r

s f a a a f l p

s h a a a h

s a a a   

  

 

 

                 (3) 

The reason for using exponential functions in (3) is that they are well suited to account 

for the typical relationships between antenna dimensions and the operating frequencies and 

substrate parameters, including the saturation effects (often observed for lateral parameters), 

and provide sufficient flexibility. Also, small number of coefficients facilitates identification 

of the surrogate using a limited number of reference designs. Parameter interdependence is 

accounted for by a second-order term 

2

1 .0 .1 1 . . 1 . 2

2 2 2 2

. 3 1 .2 2 .2 3 .2 4

.2 5 1 2 .( 7 12)/2

( ) ...

...

.

,.

.

.., ,

.

,l q q q p p q p q p r

q p q p p q p q p r

q p rq p

p

p

rq a a f a f a h a

a f a f a h a

a f f a

f f h

h









 

   

  

      

    

  

     (4) 

The total number of parameters of ql is (p
2
 + 7p + 12)/2. The model parameters are 

found using Matlab’s lsqnonlin curve fitting function as 

2

. 1. 2. . . .

1

argmin ( ( ,..., ; , , ) )
rN

l c l j j j r j c j l

j

x f f h x


 
p

p p        (5) 

where xc.j = [xc.j.1  …  xc.j.n]
T
 is the reference design corresponding to the operating frequencies 

f1.j, …, fp.j, and the substrate parameters hj and r.j.  

In order to ensure uniqueness of model identification, the number of reference designs 

has to be larger or equal than the number of model parameters. On the other hand, to 

smoothen out local fluctuations mentioned above, Nr should be considerably larger. The 

specific data concerning a verification example considered in this work is given in Section 3. 
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2.3. Scaling Procedure 

The re-designed antenna dimensions are found by evaluating the following expression: 

* *

1 1 0.1 0. 0 .0 0.1 0. 0 .0( ,..., ; , ) ( ,..., ; , , ) ( ,..., ; , ) ( ,..., ; , )f p r c p r f p r c p rf f h f f h f f h f f h       x x P x x       (6) 

The term xf
*
(f0.1, f0.2, …, f0.p; h0, r0) – xc

*
(f0.1, f0.2, …, f0.p; h0, r0) is introduced in order to 

align xc(.) with the high-fidelity model at the operating conditions of {f0.1, f0.2, …,f0.p,h0,r0}. 

This is necessary because the surrogate (1) has been constructed at the level of coarse-

discretization model Rc. 

 

2.4. Iterative Design Correction 

The formula (6) delivers ideal scaling under the assumption of perfect correlation 

between the low- and high-fidelity EM models as well as error-less representation of the 

reference designs by the surrogate. Neither is the case in practice, therefore, scaling errors are 

expected. We denote by fk the differences between the required and the actual operating 

frequencies. The following procedure is utilized to correct these errors: 

1 1 1. .1 1

* *

0.1 0. 0 .0 0.1 0. 0 .0

( ,..., ; , ) ( ,..., ; , , )

( ,..., ; , ) ( ,..., ; , )

i i

f p r c k p p k rk k

f p r c p r

f f h f f f f h

f f h f f h

 

 

 
     

   

 x x P

x x
            (7) 

The procedure incorporates the scaling errors accumulated over the iterations of (7) 

into subsequent evaluation of the surrogate model. From our experience, two or three 

iterations are sufficient for the procedure to converge. Expense-wise, each iteration requires 

only one high-fidelity EM simulation of the antenna so that the overall re-design cost is low. 

3. Verification Cases 

Consider a dual-band planar antenna shown in Fig. 1 [15]. The structure consists of 

two radiating elements in the form of a quasi-microstrip patch with inset feed and a monopole 

radiator. The adjustable parameters x = [L l1 l2 l3 W w1 w2 g]
T
 are selected based on analysis of 
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antenna sensitivity [8]. Dimensions o = 7, l0 = 10 and s = 0.5 are fixed (all dimensions in 

mm); w0 is calculated for a given substrate permittivity and thickness to ensure 50 ohm input 

impedance. The EM models of the antenna are implemented in CST Microwave Studio [20]: 

high-fidelity Rf (~1,200,000 hexahedral mesh cells, simulation time: 6 min), and low-fidelity 

Rc (~130,000 cells, simulation: 35 s). The EM simulations are performed using time domain 

solver [20]. 

The objective is to re-design the antenna with respect to four figures of interest 

including operating frequencies within ranges of 1.5 GHz ≤ f1 ≤ 2.5 GHz and 5.0 GHz ≤ f2 ≤ 

6.0 GHz, as well as substrate thickness and permittivity between 0.7 mm ≤ h ≤ 1.5 mm and 

2.5 ≤ r ≤ 3.5, respectively. As reference designs we consider all the combinations (a total of 

81) of f1  {1.5, 2.0, 2.5}, f2  {5.0, 5.5, 6.0}, h  {0.7, 1.1, 1.5}, and r  {2.5, 3.0, 3.5}. 

The high-fidelity reference design obtained at the domain center is xf
*
(2.0,5.5;1.1,3.0) = [15.9 

5.22 13.0 5.88 16.6 0.25 9.03 6.83]
T
, whereas its corresponding low-fidelity design is 

xc
*
(2.0,5.5;1.1,3.0) = [15.8 5.25 12.9 5.86 16.7 0.2 9.05 6.81]

T
. 

The inverse surrogate model is constructed as described in Section 2.2. Its selected two-

dimensional cuts are shown in Fig. 2. It can be observed that while the surrogate properly 

reflects the main trends (as relationships between the operating conditions and geometry 

parameters), certain errors are noticeable (i.e., the model only provides an approximation of the 

training samples). This is why the iterative correction procedure (7) is essential for the 

reliability of the scaling process. 

A comprehensive verification of the procedure has been conducted. Table 1 gathers 

the twelve sets of operating frequencies and substrate parameters (corresponding to practically 

used bands and popular substrate laminates) for which the considered antenna structure has 

been re-designed. As indicated in the last two columns of Table 1, the allocation of the 

operating frequencies is nearly perfect. Fig. 3 shows the EM-simulated reflection responses 
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obtained for six selected designs. The total scaling cost in all cases is three evaluations of the 

high-fidelity model. Five selected designs have been fabricated and measured. These are x
(2)

 = 

[13.9 7.53 15 2 4.79 18.4 0.69 11.0 9.2]
T
, x

(5)
 = [16.3 7.38 15.5 5.74 18.8 0.83 11.2 9.8]

T
, x

(8)
 

= [14.1 6.29 14.7 4.7 18.1 1.53 10.2 8.2]
T
, x

(10)
 = [16.0 5.8 14.2 5.1 18.0 2.8 9.85 7.87]

T
, and 

x
(11)

 = [16.8 5.68 14.6 5.57 18.3 2.39 9.8 8.95]
T
. Designs x

(2)
, x

(8)
 and x

(10)
 are implemented on 

a Rogers RO4003C substrate, whereas x
(5)

 and x
(11)

 on an AD250C laminate. 

 

Fig. 1. Geometry of the dual-band patch antenna [15]. 

 

 

 

Fig. 2. Dual-band antenna structure: selected two-dimensional projections of the inverse surrogate model 

mapping four inputs (i.e., figures of interest) to antenna geometry parameters (only selected dimensions are 

visualized). Remaining operating conditions and substrate parameters are set at the domain center (i.e., f1 = 

2.0 GHz, f2 = 5.5 GHz, h = 1.1 mm, r = 3.0). 

Table 1. Verification Cases for Dual-Band Antenna 

No. 

Verification case 
Obtained operating conditions 

Operating conditions Substrate parameters 

f1 [GHz] f2 [GHz] h [mm] r f1 [GHz] f2 [GHz] 

1 1.75 5.30 1.524 3.38 1.75 5.30 

2 1.75 5.775 0.813 3.38 1.76 5.776 

3 1.75 5.65 1.524 2.97 1.75 5.65 

4 1.845 5.30 1.524 3.38 1.85 5.30 

L

l1

l2

l3

W w1

w2

o

g

s
w0

l0

o
GND
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5 1.845 5.775 0.762 2.50 1.85 5.770 

6 1.845 5.65 0.813 3.38 1.85 5.65 

7 2.15 5.30 1.524 2.97 2.15 5.30 

8 2.15 5.775 1.524 3.38 2.15 5.776 

9 2.15 5.65 0.813 3.38 2.16 5.65 

10 2.45 5.30 1.524 3.38 2.45 5.30 

11 2.45 5.775 0.762 2.50 2.47 5.775 

12 2.45 5.65 1.524 2.97 2.45 5.65 

 

 

  
  (a)              (b) 

  
(c)             (d) 

 
(e) 

Fig. 3. Verification cases: patch antenna response before iterative correction (– –) and the final design (––). 

Required operating frequencies have been marked using vertical lines. Antenna structure scaled for: (a) [f1 

f2 h r] = [1.75 5.775 0.813 3.38], (b) [f1 f2 h r] = [1.845 5.775 2.50 0.762], (c) [f1 f2 h r] = [2.15 5.30 2.97 

1.524], (d) [f1 f2 h r] = [2.15 5.65 3.38 0.813], and (e) [f1 f2 h r] = [2.45 5.30 3.38 1.524]. 

 

Figure 4 shows the photographs of the fabricated antennas, whereas Figs. 5 to 7 show the 

reflection responses, H-plane, and E-plane patterns at the operating frequencies, respectively. 

The operational bandwidth of the antenna is between 2% to around 5% which is typical for 

the considered structure. The agreement between simulations and measurements is very good. 

The slight shifts for reflection characteristics are mostly because the SMA connectors were 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


not included in the EM models, whereas discrepancies for E-plane patterns result from the 

shadowing effect of the measurement setup (90-degree bend used to mount the antenna). 

 

     
     (a)      (b)          (c)          (d)          (e) 

Fig. 4. Photographs of the manufactured antenna prototypes: (a) x
(2)

, (b) x
(5)

, (c) x
(8)

, (d) x
(10)

, and (e) 

x
(11)

. 

 

 
       (a)             (b) 

 
       (c)             (d) 

Fig. 5. Comparison of simulated (– –) and measured (—) reflection characteristics obtained for selected 

antenna designs: (a) x
(2)

, (b) x
(5)

, (c) x
(8)

, and (d) x
(10)

. 
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(a) 

  
(b) 

  
(c) 

  
(d) 

Fig. 6. Comparison of simulated (– –) and measured (—) H-plane radiation patterns obtained for the 

selected antenna designs: (a) x
(2)

, (b) x
(5)

, (c) x
(8)

, and (d) x
(10)

.  

 

4. Conclusion 

A technique for computationally efficient multi-band antenna re-design, 

simultaneously with respect to operating conditions and parameters of the substrate material 

has been presented. Our approach involves utilization of an inverse surrogate model 

constructed from a set of coarsely-discretized reference designs. The accuracy of the scaling 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


process is ensured by an iterative correction procedure which accounts for accumulated errors 

of the model. Comprehensive validation, both numerical and experimental demonstrates 

reliability of the method, as well as a wide scaling range. The proposed technique is useful for 

rapid re-design of antenna structures represented using expensive EM-simulation models.  

 

  
(a) 

  
(b) 

  
(c) 

  
(d) 

Fig. 7. Comparison of simulated (– –) and measured (—) E-plane patterns obtained for the selected antenna 

designs: (a) x
(2)

, (b) x
(5)

, (c) x
(8)

, (d) x
(10)

. 
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Fast dimension scaling is of paramount importance for lowering the cost of adjusting the 

antenna properties for various application scenarios determined not only by the operating 

frequencies, but also the properties of the utilized substrate materials. Future work will focus 

on adaptation of the approach to other microwave components. 
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