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Abstract 

Design of microwave components is an inherently multi-objective task. Often, the 

objectives are at least partially conflicting and the designer has to work out a suitable 

compromise. In practice, generating the best possible trade-off designs requires multi-

objective optimization, which is a computationally demanding task. If the structure of 

interest is evaluated through full-wave electromagnetic (EM) analysis, the employment of 

widely used population-based metaheuristics algorithms may become prohibitive in 

computational terms. This is a common situation for miniaturized components, where 

considerable cross-coupling effects make traditional representations (e.g., network 

equivalents) grossly inaccurate. This paper presents a framework for accelerated EM-

driven multi-objective design of compact microwave devices. It adopts a recently 

reported nested kriging methodology to identify the parameter space region containing 

the Pareto front and to render a fast surrogate, subsequently used to find the first 

approximation of the Pareto set. The final trade-off designs are produced in a separate, 

surrogate-assisted refinement process. Our approach is demonstrated using a three-

section impedance matching transformer designed for the best matching and the 

minimum footprint area. The Pareto set is generated at the cost of only a few hundred of 

high-fidelity EM simulations of the transformer circuit despite a large number of 

geometry parameters involved. 
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1. Introduction 

Miniaturization of microwave components has become an important design 

consideration due to the emergence of space-limited applications, including mobile 

communications [1,2], wearable/implantable devices [3,4], sensors [5], bio-medicine 

[6,7], body area networks [8,9], etc. Compact implementations of microwave circuits can 

be achieved in various ways; some of the popular techniques include utilization of high-

permittivity substrates [10,11], transmission line (TL) folding [12], employing the slow-

wave phenomenon [13,14], in particular, replacing conventional TLs by their shorter 

counterparts (e.g., compact microwave resonant cells, CMRCs) [15], [16], or multi-layer 

realizations (e.g., Low Temperature Cofired Ceramic, LTCC technology [17], [18]). 

Clearly, miniaturized circuits tend to feature complex topologies that normally have to be 

evaluated using full-wave electromagnetic (EM) analysis. This leads to practical 

problems when performing simulation-driven design tasks such as parametric 

optimization [19] or investigating the effects of manufacturing tolerances (e.g., statistical 

design [20]). Handling massive EM analyses in reasonable timeframes requires efficient 

numerical routines and many of these have been developed over the last two decades or 

so [21]-[27]. Some of available methods include surrogate-assisted routines (space 

mapping [21], response correction [22], feature-based optimization [23,24,25]), adjoint-

based gradient algorithms [26], [27], or machine learning procedures [28], [29].  

High-frequency design, just like almost any other task, is an inherently multi-

objective endeavor [30], [31]. Typically, there are a few figures of interest that need to be 

accounted for at the same time, pertaining to both the electrical (impedance matching, 

power split ratio, bandwidth) and field properties (gain, sidelobe level for antenna arrays) 
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of the device, but also physical dimensions (e.g., footprint area) [32], [33]. Many of 

design objectives derived from the figures of interest are at least partially conflicting, i.e., 

an improvement of one generally leads to a degradation of the others. A representative 

example is a footprint area of planar microstrip circuits, a reduction of which normally 

stays in conflict with ensuring desired electrical performance [34]. Consequently, 

yielding a satisfactory design requires identification of a suitable trade-off between the 

design goals. 

On a practical side, multi-objective design is often handled by reformulating the 

problem into a single-objective task [35]. The reason is strictly opportunistic: the 

abundance of single-objective optimization methods and their reliable implementations 

[36]-[38]. The mentioned reformulation can be realized either through objective 

aggregation (weighted sum methods [39], goal attainment method [40]) or by casting all 

but a primary goal into constraints [41]. The last approach is particularly attractive if the 

designer preferences are clearly articulated (e.g., footprint reduction while ensuring 

sufficient bandwidth specified through a hard acceptance threshold [42]). 

On the other hand, genuine multi-objective optimization yields much more 

comprehensive information about the best possible design trade-offs. At the same time, it 

is more challenging. By far, the most popular solution techniques are population-based 

metaheuristics (genetic algorithms [43], particle swarm optimizers [44], differential 

evolution [45], firefly algorithm [46], and many others [47]-[49]), which are capable of 

rendering the entire Pareto set in a single algorithm run while retaining global search 

capabilities. Unfortunately, their computational complexity is tremendous so that they 

can normally be applied if the evaluation cost of the structure under design is not of 
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concern (e.g., an analytical or equivalent network model is utilized). If full-wave EM 

analysis is required, miniaturized microwave components being good examples, the 

employment of population-based methods may be prohibitive. 

This paper discusses a novel approach to multi-objective design optimization of 

miniaturized components. Our methodology involves a recently reported nested kriging 

method [50], which is adopted for two purposes: (i) identification of the parameter space 

subset containing the Pareto-optimal designs (domain confinement), and (ii) construction 

of a fast surrogate model in that very region. Constraining the model domain allows for 

setting up a reliable model even if the number of design variables is relatively large, 

which is the major factor contributing to the computational efficiency of the method. The 

initial approximation of the Pareto set is generated with the aid of the surrogate. A 

separate refinement process is then applied to obtain the final set of the optimum trade-

off designs. The presented approach is illustrated using a compact impedance matching 

transformer described by fifteen parameters. The Pareto set is obtained at the cost of only 

a few EM simulations of the circuit despite using a single-level (high-fidelity) EM model 

throughout the process. Benchmarking indicates that the supplementary surrogate model 

domain confinement through the nested kriging allows for reducing the optimization cost 

by almost seventy percent as compared to a state-of-the-art surrogate-assisted approach. 

 
2. Multi-Objective Design Framework 

This section outlines the multi-objective surrogate-assisted 

optimization framework, followed by the concept of surrogate domain confinement 

implemented through the nested kriging technique to reduce the computational cost of 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


model construction. The procedure of incorporating the nested kriging technique into the 

multi-objective design framework is also provided. 

 
2.1. Surrogate-Assisted Multi-Objective Design 

Multi-objective optimization (MO) aims at finding, within the considered 

parameter space, a set of globally non-dominated (or Pareto-optimal) designs [43], 

representing the best available trade-offs between the considered objectives, denoted as 

Fk, k = 1, …, Nobj, with Nobj being the number of goals. Assuming minimization 

problems, the design featuring the objective vector [F1 … FNobj]T is said to be globally 

non-dominated if there is no other design featuring the objectives [F’1 … F’Nobj]T such 

that F’k  Fk for all k and F’k < Fk for at least one k. The typical objectives for microwave 

components include, among others, device operating conditions or specifications 

concerning its electrical properties (e.g., center frequency, bandwidth, minimization of 

in-band reflection, achieving specific power split ratio) or material parameters (such as 

permittivity or thickness of the dielectric substrate, the component is implemented on).  

The knowledge of available trade-offs is valuable because it allows for assessing 

suitability of a given structure in the context of a particular application, or to provide a 

conclusive comparison of alternative circuit solutions. Yet, EM-driven MO of microwave 

components may be impractical because of its considerable computational cost when 

using conventional methods, primarily, population-based metaheuristics [51]-[53]. 

Alternative means include utilization of fast replacement models (or surrogates) [54]-

[55]. Undoubtedly, the most popular class of surrogates are data-driven models. The 

widely used techniques include kriging [56], Gaussian process regression [57], artificial 

neural networks (ANNs; [58]) or support vector regression (SVR; [59]).  
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Some of the recently proposed surrogate-assisted MO frameworks (e.g., [54],[60]-

[61]) utilize the surrogate to yield the initial approximation of the Pareto set. To this end, 

the model is optimized directly using, e.g., a multi-objective evolutionary algorithm 

(MOEA; [62]). As the surrogate model is of a limited accuracy (often constructed at the 

level of coarse-mesh EM simulation model [63]), the initial Pareto-optimal designs xs
(k), k 

= 1, …, Nobj, have to be fine-tuned in order to reach the accuracy of high-fidelity EM 

simulations. Let us denote by R(x) the computational model of the structure under design 

evaluated using EM analysis, where x denotes the adjustable parameter vector. In 

addition, Rs stands for the response of the surrogate. The refined Pareto designs xf
(k) may 

be obtained through the following process 

 
( )

2 2

( )

( ) ( ) ( )
1

, ( ) ( )

( ) ( )

arg min ( ) [ ( ) ( )]
k

s

k
N Nobj sobj

k k k
f s s s s

F F

F F

F




  


x x x

x x

x R x R x R x                  (1) 

A perfect alignment between the surrogate Rs and the EM model at xs
(k) is ensured by the 

correction term R(xs
(k)) – Rs(xs

(k)) [64].  

Constructing the surrogate for MO purposes is not a trivial task. Due to the lack of 

prior knowledge about the location of the Pareto front within the parameter space, the 

model is supposed to cover broad parameter ranges. At the same time, the curse of 

dimensionality hinders the construction of surrogates in highly-dimensional spaces, 

frequently occurring for contemporary microwave components, especially miniaturized 

ones. Finally, the cost of training data acquisition is often prohibitive, even if yielding the 

model is numerically feasible.  

A practical workaround is a confinement of the design space to the region 

containing the Pareto set, which can be arranged based on the single-objective optima 
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x*(k) = argmin{x : Fk(R(x))} [65]. The designs x*(k) are the extreme Pareto-optimal 

designs that determine the span of the Pareto front. Using these, the lower and upper 

bounds for the design variables can be determined as l* = min{x*(1),…, x*(Nobj)} and u* = 

max{x*(1),…, x*(Nobj)} [64]. In most cases, the vast majority of the Pareto front is 

encompassed by the interval [l*,u*]. Another, more sophisticated method of establishing 

the Pareto front geometry is e.g., rotational space reduction [66], yet, its applicability is 

limited to two-objective problems. 

Here, an enhanced surrogate-assisted MO procedure is introduced, which employs 

a recently reported nested kriging modelling [50] in order to reduce the design space 

more efficiently and to identify the allocation of the Pareto set. In the nested kriging, a 

data-driven model is constructed twice: the first model is utilized to identify the surrogate 

model domain, whereas the second one is the actual surrogate set up in that domain. 

Traditional modeling methods operate in interval-like domains, defined by the lower and 

upper parameter bounds. In practice, the designs optimal with respect to the chosen 

performance figures reside within small subsets of the such conventional domain, which 

is a result of complex interactions between design variables [67]. Hence, the surrogate 

model domain confinement with the nested kriging allows for achieving substantial cost 

savings. In the next section, we briefly recall the nested modeling concept, whereas its 

adaptation for MO purposes, which is a non-trivial task by itself, is explained in 

Section 2.4. 

 
2.2. Surrogate Model Construction by Nested Kriging 

In the nested kriging modeling, the figures of interest are denoted by fk, k = 1, …, 

N, and correspond to the MO design goals Fk of Section 2.1. The reference designs x(j) 
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= [x1
(j) … xn

(j)]T, j = 1, …, p, optimized with respect to the performance vectors F(j) = 

[F1
(j) … FN

(j)], constitute the core of the nested kriging modeling. The vectors F(j) are 

allocated within the objective space F the surrogate model is to cover [50]; F is delimited 

by the ranges Fk.min  Fk
(j)  Fk.max, k = 1, …, N. In general, in order for the reference 

designs to provide the balanced information about the allocation of the optimum designs 

within the parameter space, they should be distributed as uniformly as possible within F. 

In the MO context, they need to include the extreme designs in order to account for the 

Pareto front geometry. If more detailed information is required, such as the Pareto front 

curvature, supplementary designs might also be needed. In practice, as the dimensionality 

of F is low, the typical number of the reference designs equals a dozen or so [50].  

As stated above, in the nested kriging modeling procedure two surrogates are 

exploited. The first one, sI(f), maps the objective space F into the design space X, i.e., it is 

a kriging interpolation [68] of the data set {f(j),x(j)} (pairs of the reference designs and the 

corresponding figures of interest; as shown in Fig. 1). The image sI(F)  X of F through 

the first-level model sI, yields the initial approximation of the constrained surrogate 

domain. This means that sI(F) represents the best information that is attainable from the 

reference points about the designs optimal with respect to all f  F. Nevertheless, as this 

information is approximate, sI(F) has to be expanded. To this end, an orthogonal 

extension towards the normal vectors of sI(F) is performed. The goal is to ensure that all 

optimum designs are included in the domain. Let us denote the normal vectors at f as 

vn
(k)(f), k = 1, …, n – N [50]. In addition, let us define: xmax = max{x(k), k = 1, …, p}, xmin 

= min{x(k), k = 1, …, p}, xd = xmax – xmin. Then, the extension coefficients are defined as 

follows 
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(1) ( )
1( ) [ ( ) ... ( )] | ( ) | ... | ( ) |

2

TT n N
n N d n d n

D  
     α f f f x v f x v f                  (2) 

In (2), D denotes a user-defined thickness parameter determining the amount of the 

orthogonal extension [50]. Having k, the surrogate model domain XS can be defined. 

It resides between the manifolds M+ and M– (see Fig. 1(b)) 

  ( )

1
: ( ) ( )

n N k
I k nk

M X 

 
   x x s f f v f                                    (3) 

The formal definition of XS is as follows 

( )

1
( ) ( ) ( ) : ,

1 1, 1,...,

n N k
I k k nk

S

k

F
X

k n N

 






      

      

x s f f v f f
                                (4) 

The second kriging surrogate is constructed in XS using {xB
(k),R(xB

(k))}k = 1, …, NB, as the 

training data set. Some noteworthy advantages of defining XS as in (4) should be pointed 

out, i.e., a straightforward arrangement of a uniform sampling (important for yielding 

reliable model) and convenient model optimization (fundamental for design applications). 

For the sake of brevity, only the essential aspects of the nested kriging modeling 

framework have been recalled here; more details can be found in [50]. 

 

f2

f1

f2.max

f2.min

f1.maxf1.min

F

f (k)

 
Fig. 1. Graphical illustration of the nested kriging modeling concept (shown for two-dimensional 
objective space and three dimensional parameter space): (a) reference designs and objective space 
F; (b) the image sI(F) of the first-level surrogate model and the normal vector v1

(k) at f(k); the 
manifolds M– and M+ delineating the surrogate model domain XS being the orthogonal extension 
of sI(F). 
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2.3. Nested Kriging for Multi-Objective Design Framework  

In this section, utilization of the nested kriging modeling for MO purposes is 

outlined. Here, the primary challenge is that the objective space is merely a small part of 

an interval, e.g., for Nobj = 2 it is a one-dimensional object (curve), whereas for Nobj = 3 it 

is a part of a 2D surface. In the nested kriging MO, the figures of interest fk of the nested 

surrogate and the MO design objectives Fk, are identical, i.e., N = Nobj. In single-objective 

nested kriging, a uniform distribution of the reference designs within the interval-like 

objective space F was required. In the MO context, they need to represent the Pareto 

front geometry, i.e., include the extreme designs x*(k) = argmin{x : Fk(R(x))}, and, if 

needed, a certain number of additional designs for describing the front curvature. The 

reference designs may be obtained by solving  

   1arg min ( )F
x

x w R x                                                   (5) 

subject to constraints 

*( )

1

( ) ( ), 2,...,
N

l
j l j

l

F w F j N


 x x                                     (6) 

where w = [w1 … wN]T refers to the vector of weights being a convex combination, i.e.,  

1
0 1 and 1

N

j jj
w w


                                           (7) 

The vectors of weights for the extreme Pareto-optimal designs x*(k) are as follows: w = [0 

… 1 … 0]T with 1 on the kth position. In order to distribute the reference designs along 

the Pareto front, other arrangements should be included, e.g., w = [1/N 1/N … 1/N]T that 

refers to the front center.  

For the sake of convenience, a mapping between the weighting vectors w (in 

particular those fulfilling the condition (7)) and the segment of the objective space 
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corresponding to the Pareto front should be established. First, let us define an auxiliary 

transformation from a unit N–1 simplex SN–1 onto the space of the weights w  

0

1 1 1
1

1 0 0
0

( ) 0 1 0

0
0 0 1

h

   
   
   
     
   
   
    

z z






   



                                               (8) 

The above transformation facilitates building the surrogate model and allocation of the 

training data. The unit simplex SN–1 is described as follows 

 11
1 1 1

[ ... ] : 0 1 and 1
NN T

N k kk
S z z z z


 

    z                           (9) 

Graphical illustration of adopting the nested kriging for the two- and three-objective 

cases MO is shown in Fig. 2. The objective vectors F(w) correspond to the selected 

reference designs x(w), whereas Fk = [F1(x*(k)) … FN(x*(k))]T, k = 1, …, N, refer to the 

extreme Pareto designs. Clearly, the reference designs, the number of which is normally 

small, only provide a rough description of the Pareto front geometry, thus, some 

extension of the region where they reside is required. Therefore, it is the extended region 

O, defined as the set of all points of the form  

1
0 ( ) (1 ) with andN

w wh d S d d d      w z z                           (10) 

that constitutes the actual domain of the first-level surrogate; with dw being the extension 

factor (in this work dw = 0.05). 

The reference designs serve to construct the first-level surrogate for MO, which is a 

merger of two transformations. The first one is the mapping from the Cartesian product of 

SN–1  [–dw, dw] onto the extended objective space region O, whereas the second is the 

“conventional” first-level model sI from O into X (see Section 2.2). It should be noted, that 
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the sole purpose of introducing the former transformation is to facilitate uniform data 

sampling, as it is easier to acquire data on SN–1  [–dw, dw] than directly within O. Next, the 

second-level surrogate is built in the domain defined similarly as in basic nested kriging 

modeling of Section 2.2, yet, an orthogonal extension of sI(O), instead of sI(F), is carried 

out. It should be reiterated that accurate identification of the Pareto front is possible due to 

the employment of the nested modeling technique for MO described in this section.  

As far as the number of the reference designs is concerned, it should provide a 

valid Pareto front representation, e.g., for Nobj = 2, a reasonable number of the reference 

designs seems to be up to three or four (cf. Fig. 2(a)), whereas for Nobj = 3, up to six or 

seven should suffice (cf. Fig. 2(b)). The acquisition of the reference designs certainly 

induces unavoidable computational expenses. Yet, in the presented framework, the cost 

of finding extra reference designs, other than the extreme ones, is low as good initial 

points for seeking x(w) may simply be obtained as  

   *( )

1

0
N

l
l

l

w


x w x                                                       (11) 

In (11), x*(l), l = 1, …, N, refer to the extreme, single-objective designs corresponding to 

w = [0 … 1 … 0]T with 1 on the lth position. 

 

F1

F2

S1 F1 = F([1 0]T)

1

0

F2 = F([0 1]T)

F([0.7 0.3]T)

F([0.3 0.7]T)

F

h0

1

1

F2

F1

F3
F1 = F([1 0 0]T)

F3 = F([0 0 1]T)

F2 = F([0 1 0]T)

F([0.5 0.5 0]T)

F([0 0.5 0.5]T)

F([0.5 0 0.5]T)S2

0

F

h0

 

Fig. 2. Adaptation of the nested kriging technique for MO purposes: the objective space F and the 
objective vectors F corresponding to the selected reference designs. The objective space regions, 
where the nested kriging model is to be set up, are marked using dotted lines. The mapping h0 
from the unity simplex onto the objective space region is also shown: (a) two-objective case, 
(b) three-objective case. 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Figure 3 summarizes the nested surrogate modeling process for MO. The second-

level model is optimized using MOEA and yields the initial Pareto set, which needs to be 

further refined using (1) (cf. Section 2.1). In this work, for the sake of demonstration of 

the computational efficiency of the proposed methodology, only high-fidelity EM 

simulations are utilized. The surrogate itself is optimized in the original domain of the 

first-level surrogate, i.e., SN–1  [–dw, dw]. In order to evaluate the device response, the 

designs y  SN–1  [–dw, dw] are converted into the weight vectors w using (10). 

Subsequently, the first-level model sI is used to transform them into the designs x  X 

from the parameter space.  

 

EM solver

Acquire reference 
designs

Define first-level 
surrogate domain

Identify first-level 
model

Establish confined 
domain

Design of Experiments

Acquire training data

Identify second-level 
surrogate

 

Fig. 3. The nested surrogate modeling process for multi-objective optimization: a flowchart. 
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The advantage of the presented approach is that it makes it possible to operate 

within a geometrically simple domain delineated by the lower/upper bounds 0  yk  1, k 

= 1, …, N – 1, –dw  yN  dw, with a linear constraint k = 1,…,N–1 yk  1, regardless of the 

actual shape of the Pareto front. The flowchart of Fig. 4 summarizes the process of 

surrogate model evaluation.  

 
3. Numerical Validation 

The methodology proposed in this paper is illustrated with a CMRC-based three-

section transformer described using fifteen geometry parameters and designed to 

simultaneously minimize the in-band reflection and the footprint area. The framework is 

benchmarked against surrogate-assisted MO procedure of Section 2.1.  

 

 

y SN-1  [-dw,dw]

Map to weighting 
vector (eqn. (10))

Evaluate first-level 
surrogate model

Evaluate second-level 
surrogate model

Rs(x)

w

x = sI(w)

 

Fig. 4. Flow diagram of the evaluation of the nested kriging surrogate for MO process. The model 
is operated from the domain SN–1  [–dw, dw], next the argument y is mapped  into the space of the 
weighting vectors using (10) and then into the surrogate model domain XS. The second-level 
surrogate is finally evaluated within XS and produces the responses of the structure under design. 
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A remark should be made, that only high-fidelity EM simulations are used for the 

verification purposes. Hence, it is not possible to compare the obtained results directly to 

those yielded by variable-fidelity frameworks. Notwithstanding, the proposed technique 

can be expanded to the variable-fidelity setup in a straightforward manner. 

 
3.1. Case Study: Impedance Matching Transformer 

Our demonstration example is the 50-to-100 Ohm impedance matching 

transformer shown in Fig. 5(b) [69]. The device utilizes a compact microstrip resonant 

cell (CMRC) introduced in order to shorten the entire structure (see Fig. 5(a)). The design 

variables are x = [l1.1 l1.2 w1.1 w1.2 w1.0 l2.1 l2.2 w2.1 w2.2 w2.0 l3.1 l3.2 w3.1 w3.2 w3.0]T. The 

transformer is implemented on RF-35 substrate (εr = 3.5, h = 0.762 mm, tan δ = 0.0018). 

The device operating range is 1.75 GHz to 4.25 GHz. Two figures of interest are 

considered: (i) minimization of the in-band reflection (F1), and (ii) minimization of the 

footprint area (F2). The computational model R is simulated in CST Microwave Studio 

(~280,000 mesh cells, simulation time 2.5 min).  

 
3.2. Experimental Setup and Results 

Four reference designs are utilized: the first two corresponding to the two extreme 

designs, and the two supplementary designs corresponding to z = 0.33 and z = 0.66 (cf. (8)).  

 

 

       

                                    (a)                                                                           (b) 
Fig. 5. CMRC-based three-section impedance matching transformer used for verification 
purposes: (a) compact microstrip resonant cell (CMRC) cell, (b) transformer geometry. 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


The adopted value of the thickness parameter, D = 0.05, ensures good predictive 

power of the surrogate; at the same time, a small number of training data points is 

required. For the comprehensive discussion of the relationship between the modeling 

error and the value of parameter D see [50].  

The nested kriging surrogate for MO purposes was constructed using only 200 data 

samples, according to the methodology of Section 2.4. The relative RMS error, defined as 

||R(x) – Rs(x)||/||R(x)||, is 4.1%. For benchmarking, the surrogate was also set up within the 

space reduced in a crude manner, i.e., the interval l* = min{x*(1), x*(2)} and u* = max{x*(1), 

x*(2)}. In practice, the interval defined this way encompasses vast majority of the Pareto 

front [55]. Although the surrogate was set up with 1600 training samples, the observed 

model error is as high as 10.4%. Clearly, this comparison demonstrates the benefits of 

adopting the proposed approach. 

The first approximation of the Pareto set was yielded by MOEA algorithm [69] 

(see Fig. 6). The selected EM-simulated Pareto-optimal designs, before and after the 

refinement process are also shown in Fig. 6. The corresponding numerical data has been 

gathered in Table I. The reflection characteristics of the transformer for the selected designs 

are presented in Fig. 7. Table II provides the breakdown of the optimization cost.  

 
3.3. Benchmarking and Discussion 

In the proposed framework, the cost of the training data acquisition for 

constructing the surrogate model, being the main contributor to the total optimization 

overhead, is reduced in a significant manner (from 1600 to merely 200 samples). Hence, 

the overall expenses are reduced by around 65 percent. In addition, regardless of using 

solely single-fidelity models, the overall MO cost is as low as 745 EM simulations. These 
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savings have been obtained as a consequence of setting up the surrogate model in a 

considerably smaller domain, rendered with the use of the nested kriging technique. At 

the same time, the cost reduction is accompanied by a significantly better predictive 

power of the surrogate. It should be noted that, from the standpoint of surrogate model 

construction, the presented case is a challenging one because of the parameter space 

dimensionality (fifteen variables) and broad parameter ranges.  

 

Table I   CMRC-based Transformer: Pareto-Optimal Designs 

 
Pareto-optimal design 

x(1) x(2) x(3) x(4) x(5) x(6) x(7) x(8) x(9) x(10) 

O
bj

ec
ti

ve
s F1    

[dB] 
–26.8 –26.5 –25.2 –24.4 –23.3 –22.6 –21.8 –21.2 –20.3 –19.8 

F2 
[mm2] 

71.4 62.3 57.1 51.1 46.2 41.8 37.6 35.4 33.4 31.9 

G
eo

m
et

ry
 p

ar
am

et
er

s 
[m

m
] 

l1.1 3.74 3.82 3.67 3.31 2.93 2.65 2.50 2.63 2.91 3.40 

l1.2 0.28 0.26 0.24 0.21 0.19 0.17 0.15 0.14 0.14 0.15 

w1.1 0.77 0.78 0.79 0.79 0.80 0.80 0.80 0.80 0.80 0.80 

w1.2 0.52 0.44 0.40 0.38 0.37 0.35 0.32 0.27 0.23 0.16 

w1.0 0.30 0.30 0.31 0.34 0.35 0.37 0.37 0.38 0.36 0.34 

l2.1 4.30 3.97 3.80 3.51 3.31 3.14 2.88 2.71 2.63 2.55 

l2.2 0.28 0.26 0.25 0.23 0.21 0.20 0.18 0.17 0.15 0.14 

w2.1 0.49 0.43 0.39 0.36 0.34 0.33 0.30 0.29 0.24 0.19 

w2.2 0.25 0.30 0.32 0.41 0.47 0.51 0.54 0.52 0.50 0.47 

w2.0 1.64 1.71 1.71 1.74 1.76 1.74 1.70 1.66 1.54 1.42 

l3.1 4.55 4.37 4.14 3.85 3.54 3.31 3.12 3.02 2.99 3.12 

l3.2 0.19 0.14 0.16 0.25 0.35 0.43 0.49 0.45 0.37 0.25 

w3.1 0.29 0.26 0.26 0.24 023 0.21 0.21 0.20 0.19 0.20 

w3.2 0.25 0.27 0.26 0.27 0.27 0.27 0.27 0.28 0.28 0.29 

w3.0 0.58 0.70 0.72 0.78 0.86 0.92 1.02 1.19 1.31 1.42 
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Fig. 6. Pareto-optimal solutions found for CMRC-based three-section transformer: (o) initial set 
obtained with MOEA, (*) selected designs for refinement, () EM-simulated selected designs, 
(O) EM-simulated refined designs. 
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Fig. 7. Reflection characteristics of the transformer for the selected Pareto-optimal designs of 
Table I: x(1) (—), x(4) (), x(7) (- - -), and x(10) (-o-).  
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Table II    Optimization Cost Breakdown 

Cost item 
Surrogate model domain 

XS (this work) Hypercube [l*,u*] 

Extreme points 515  R 515  R 

Data acquisition for kriging surrogate 200  R 1600  R 

MOEA optimization* N/A N/A 

Refinement 30  R 30  R 

Total cost# 745  R (31 h) 2145  R (89 h) 
* The cost of MOEA optimization is negligible compared to other stages of the process. 
# The total cost (equivalent number of EM simulations; CPU time shown in brackets). 
 
 

 
4. Conclusion 

In the paper, a robust technique for multi-objective design optimization of 

microwave structures has been presented. The framework exploits a nested kriging 

modeling approach for the two purposes: (i) identification of the region of the design 

space where the best trade-off designs reside, and (ii) constructing, within that region, a 

fast surrogate model that delivers an initial approximation of the Pareto set. In this work, 

the nested kriging framework has been generalized to handle an arbitrary subset of the 

objective space rather than the interval, as in the original rendition of the technique. 

The surrogate-assisted MO framework has been validated using the three-section 

transformer, optimized for two objectives. The reduction of the computational cost of 

around 65 percent has been obtained in comparison to the benchmark surrogate-assisted 

approach. At the same time, the quality of the Pareto front representation has been 

improved.  
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