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ABSTRACT Fast replacement models (or surrogates) have been widely applied in the recent years to
accelerate simulation-driven design procedures in microwave engineering. The fundamental reason is a
considerable—and often prohibitive—CPU cost of massive full-wave electromagnetic (EM) analyses related
to solving common tasks such as parametric optimization or uncertainty quantification. The most popular
class of surrogates are data-driven models, which are fast to evaluate, versatile, and easy to handle.
Notwithstanding, the curse of dimensionality as well as the utility demands (e.g., so that the model covers
sufficiently broad ranges of the system operating conditions), limit the applicability of conventional methods.
A performance-driven modeling paradigm allows for mitigating these issue by focusing the surrogate setup
process in a constrained domain encapsulating designs being of high quality w.r.t. the assumed figures of
interest. The nested kriging framework capitalizing on this idea, renders the constrained surrogate using
kriging interpolation, and has been shown to surpass traditional approaches. In pursuit of further accuracy
improvements, this work incorporates the performance-driven concept into the fully-connected regression
model (FRCM). The latter has been recently introduced in the context of frequency selective surfaces,
and combined deep neural networks with Bayesian optimization, the latter employed to determine the
network architecture and hyper-parameters. Using two examples of miniaturized microstrip couplers, our
methodology is demonstrated to outperform both conventional modeling techniques and nested kriging, with
reliable models constructed over multi-dimensional parameters spaces using just a few hundreds of samples.

INDEX TERMS Data-driven modeling, surrogate modeling, performance-driven surrogates, nested kriging,
deep regression model, Bayesian optimization.

I. INTRODUCTION
Contemporary microwave design is a challenging task, where
the strive to meet stringent performance specifications is
compromised by the necessity of satisfying various con-
straints related to device cost or its physical dimensions [1],
[2]. Due to the complexity of modern microwave structures,
one of the fundamental design tools is electromagnetic (EM)
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approving it for publication was Wenjie Feng.

simulation. While ensuring evaluation reliability, it may
incur considerable computational expenditures. These are
particularly pronounced when repetitive EM analyses are
required, e.g., in the case of geometry parameter tuning [3],
estimation of fabrication yield [4], or seeking for trade-
off designs at the presence of multiple objectives [5]. The
methods for accelerating EM-driven design procedures have
been researched for over two decades [6], [7]. Available
approaches include incorporation of adjoint sensitivities [8],
[9], or sparse Jacobian updates [10], [11] into gradient-based

71470 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-9063-2647
https://orcid.org/0000-0002-3351-4433
https://orcid.org/0000-0001-5588-9407
https://orcid.org/0000-0002-3110-7893


S. Koziel et al.: Improved Modeling of Microwave Structures

algorithms, utilization of custom EM solvers [12], as well
as mesh deformation techniques [13]. Other methods rely on
variable-fidelity or variable-resolution techniques [14], [15],
often combined with physics-based surrogate modeling pro-
cedures (e.g., space mapping [16], response correction [17],
Bayesian model fusion [18], co-kriging [19]). The latter
are mostly applicable to local optimization purposes [20].
Surrogate-assisted methodologies involving data-driven (or
approximation) models constitute a separate class of grow-
ing popularity. Widely used techniques include polynomial
regression [21], kriging [22], radial basis functions [23], neu-
ral networks [24], or polynomial chaos expansion [25], often
combined with sequential sampling schemes [26] or machine
learning frameworks [27]. In practical scenarios, the meta-
model is sequentially refined using the EM simulation data
accumulated during the optimization process [28], with
the infill criteria oriented towards improving the predictive
power [29], or optimum identification [30].

From the perspective of simulation-driven design, replac-
ing EM simulations by a fast surrogate is an ideal solution as
it enables a rapid execution of a variety of tasks, including
parametric optimization of microwave components. Unfortu-
nately, constructing globally accurate surrogates is seriously
hindered by the curse of dimensionality. Also, practically use-
ful model has to cover a sufficiently broad range of the system
parameters and operating frequencies, which is even more
challenging given a typically high nonlinearity of microwave
circuit characteristics. Possible workarounds include reduc-
tion of the problem dimensionality (model order reduction
techniques [31], principal component analysis [32]), high-
dimensional model representation (HDMR) [33], as well as
variable-resolution approaches [34], [35]. On the other hand,
efficient handling of nonlinear responses can be realized
using deep learning (DL) procedures [36] with the repre-
sentative example being Deep Neural Networks (DNN) [36],
[38]. Nevertheless, DNN-based modeling is challenging due
to the necessity of appropriate adjustment of the network
architecture and its hyper-parameters, as well as to address
potential issues such as overtraining [39], [40]. The latter
can be avoided by automated architecture determination
involving numerical optimization methods [41]. A recent
example if a fully-connected regression model (FCRM) [42],
where all components of the DNN, including its architecture,
are adjusted through Bayesian optimization (BO) [43]. Yet
another possibility is ensemble learning (EL) [44], where
individual models (referred to as learners) are combined as
building blocks of a more involved surrogate [45]. Unfor-
tunately, neither a selection nor integration of the building
blocks is a trivial task [46]. Performance-driven modeling
methods [47] foster an entirely different way of handling the
dimensionality problems by confining the surrogate model
domain to a selected region of the parameter space, which
contains high-quality designs with respect to the performance
figures pertinent to the structure of interest. The constrained
domain of the surrogate model is determined using pre-
optimized reference designs and an inverse regression model,

whereas the final surrogate is constructed using kriging inter-
polation [48]. The domain confinement concept has been
shown to significantly improve the modeling accuracy, and
enabled reliable surrogate rendition over wide ranges of
geometry parameters [49].

This paper proposes a novel approach to modeling
of miniaturized microwave components. Our methodology
combines the fully-connected regression model [42] involv-
ing Bayesian optimization for automated determination of
the underlying DNN architecture, and the concept of domain
confinement as formulated in the nested kriging frame-
work [49]. The employment of FCRM allows us to more
efficiently handle nonlinear frequency characteristics of the
microwave components as well as account for specific allo-
cation of the training data (particularly crucial for smaller
data sets). On the other hand, setting up the model in a
constrained domain considerably extends the range of appli-
cability of FCRM in terms of the parameter space dimen-
sionality of parameter ranges. Numerical verification of the
presented technique is carried out using two miniaturized
microstrip couplers, a rat-race, and a branch-line ones. Com-
prehensive benchmarking involves several conventional and
performance-driven modeling techniques, and reveals supe-
riority of the constrained FCRM in terms of the model-
ing accuracy as well as computational efficiency. On the
one hand, it takes a full advantage of the benefits offered
by domain confinement. On the other hand, it allows for
exploitation of the inherent suitability of the DNN-based
surrogates for representing nonlinear responses of microwave
systems. In particular, the predictive power of the proposed
models is better than that of the nested kriging framework,
by a factor of 2.5 on the average. The modeling methodology
presented in this paper can be viewed as a low-cost comple-
ment of conventional methods, especially for handling diffi-
cult cases featuring higher-dimensional parameter spaces and
limited computational budget for training data acquisition.

II. PERFORMANCE-DRIVEN FULLY-CONNECTED
REGRESSION MODEL
This section describes the proposed modeling methodology.
We start by recalling the formulation of fully-connected
regression model (FCRM) with automated architecture
determination (Sections II. A and II. B), as well as the
performance-driven modeling concept (Section II. C). The
completemodeling procedure is summarized in Section II. D.

A. FULLY-CONNECTED REGRESSION MODEL
Here, we briefly formulate the fully-connected regression
model (FCRM) [42], which is one of the two major compo-
nents of the modeling methodology presented in this work.
FCRM combines deep neural networks (DNN), and fully
automated adjustment procedure that involved Bayesian opti-
mization (BO) [43] (cf. Section II. B). DNNs feature an
increased number of hidden layers as compared to con-
ventional (shallow) neural networks, which offers certain
advantages, in particular, improved flexibility in modeling
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FIGURE 1. The generic architecture of FCRM, here, shown with m =
3 blocks [42]. The specific model architecture is obtained through
Bayesian Optimization (BO) (Section II. B). In particular, BO provides the
number θ of sub-blocks and the number φ of neurons for each block,
decides about using BN (ηBε0,1), and selects the activation function
(ηAε0,1,2). The training phase is based on the Mean Absolute Error
(MAE), employed as the loss function. Dashed lines mark the data flow
during the training process (gradient values φm). The bottom panel shows
the internal block structure.

of nonlinear system outputs [50]. On the other hand, their
training process, referred to as Deep Learning (DL), is con-
siderably more involved [51].

Figure 1 shows a block diagram of FCRM. Therein,
one can distinguish several types of functional units, which
include:
• Blocks (BC). These are the highest-level units determin-
ing the overall architecture of the surrogate. Flexibility
of the model in terms of its data processing capabilities
is ensured by varying the number of neurons between
the blocks. The number m of BCs is the only param-
eter not adjusted automatically in the training process
(Section II. B).

• Sub-blocks (SB). SBs establish the internal structure of
the BCs. Their number is automatically determined as a
part of the training phase.

• Layers. These are the lowest-level components of
FCRM, by themselves consisting of three parts: batch
normalization (BN), fully-connected layer (FC), and an
activation function. The latter can be one of the three
types: ReLU, Leak ReLU, or Tanh (see a description
below).

The activation function plays an important role in han-
dling the data processed by the network. In particular,
in FCRM, the layers act as multi-layer perceptrons, with each

neuron receiving information from all neurons of the preced-
ing layer [42]. A particular way of providing this information
is decided upon by the activation function, which should be
a nonlinear one to ensure sufficient flexibility of the model
in representing the input data. While sigmoid and Tanh func-
tions are preferred in conventional ANNs [52], the vanishing
gradient phenomenon [53] makes them insufficient in the
case of DNN training. The Rectified Linear Unit (ReLU)
activation functions [54], exhibit much better properties with
this respect, which are further improved in a leakyReLU [55],
defined as

ReLUα(x) =

{
x, x ≥ 0
αx, otherwise

(1)

Both ReLU, leaky ReLU, and Tanh are used as potential
activation functions in FCRM [42].

Batch normalization (BN) [56] is another component
employed in FCRM in order to alleviate certain difficul-
ties pertinent to DNN training, which is normally realized
using gradient-based procedures. In the training process,
the weights within the internal layers are adjusted based on
their corresponding input data, which is obtained from the
preceding layers, and, consequently, altered at the end of
a particular training stage. As a result, there is a need to
accommodate these changes and re-adjust the layers, which is
known as the internal covariate shift [57]. Batch normaliza-
tion allows for improving the stability of the training process
through a normalization of the layer means and variances,
performed on the subsets of the input dataset (referred to as
mini-batches) rather than on its entirety. The normalization
is realized as an affine transformation with the multiplication
factor γ and the shift β, which are adjusted in the training
process (cf. Section II. B).

All components of FCRM, including the number of lay-
ers, the number of layer neurons, the activation type, and
optional incorporation of BN are determined in the learning
process, and by accounting for the available training data,
as elaborated on in Section II. B. It should be emphasized
that the FCRM architecture can be automatically adjusted
to the specific input data so that no user interaction/expert
knowledge needs to be engaged [42].

B. ARCHITECTURE AND HYPER-PARAMETER SETUP BY
BAYESIAN OPTIMIZATION
In FCRM, the adjustment of internal model parameters
discussed in Section II. A is realized using Bayesian
Optimization (BO) [43]. BO is a population-based procedure
incorporating an underlying surrogate model [58]. The surro-
gate, generated using the initially acquired points, allows for
rendering a prior distribution of the probabilistic model. The
specific model associated with BO is the Gaussian Process
(GP) [59]. The GP model defined to predict the objective
function is minimized according to the assumed acquisition
function, and it is further refined using the data accumulated
during the optimization process.
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The infill points are allocated using the acquisition func-
tion that helps to achieve a balance between exploration and
exploitation of the parameter space [60]. Exploration aims
at identifying new and promising regions not visited before.
Whereas, exploitation generates the samples based on the
posterior distribution within already explored regions, which
are likely to contain the global optimum [60].

Given the objective function f : X → R, BO attempts
to determine the global minimum x∗ ∈ argminx∈X f (x). BO
requires an initial knowledge of a prior distribution p(f over
the objective function f and an acquisition function ap(f ):
X → R.The former encodes information about the promising
input space locations; the latter guides the search towards the
optimum. The major steps of BO include: (i) finding the most
suitable xi ∈ argmax ap(f )(x) through direct optimization;
(ii) evaluating yi = f (xi), and adding the pair (xi, yi) to
the observation set Di = {xi, f (xi)}i=1,...,n; (iii) updating
the posterior distribution p(f |Di) and ap(f |Di). As mentioned
before, the preferred statistical model for BO is Gaussian
Process [59]. The details of a particular GP implementation
utilized in FCRM can be found in [42] and are omitted here
for the sake of brevity.

The application of BO to FCRM surrogate training is
described in the remaining part of this section. The num-
ber m of block is assumed to be fixed (set by the user).
BO determines the number θ of sub-blocks and the number
φ of neurons for each block (the same for each sub-
block). Furthermore, it decides about the usage of batch
normalization within the sub-blocks (parameter ηB), and
selects the activation function (parameter ηA). Consequently,
the FCRM control parameters are S = {2 ∈ Z(m×1),8 ∈
Z(m×1), ηA, ηB}. As the sub-block and neuron sizes are block-
dependent, the corresponding parameters are grouped in 2
and 8, respectively. The activation function and the usage of
BN are the same for the entire network, therefore, parameters
ηA and ηB are scalars.
Figure 2 summarizes the FCRM architecture adjustment

using BO (see [42] for more details). At the beginning of
the process, BO randomly generates an initial set of control
parameters S t (t = 0). The Mean Absolute Error (MAE) is
employed as the error metric for k-fold average score (Lavg)
which also is the cost function of the BO process. The esti-
mated set of improved hyper-parameters is obtained based on
the average score of previously observed parameter set, with
the goal being a reduction of Lavg. The termination condition
is the maximum number of iterations, here, set to 30.

C. INCORPORATION DOMAIN CONFINEMENT
In this work, the inherent capability of the FCRM surrogate
to represent nonlinear responses of high-frequency compo-
nents is enhanced by combining it with the performance-
driven modeling concept [47], which is briefly outlined in
this section, including the analytical definition of the confined
domain.

The two fundamental components to consider are the
objective space F and design optimality. Given the figures

FIGURE 2. Block diagram of neural architecture search using Bayesian
optimization [42].

of interest fk , k = 1, . . ., N , e.g., target operating fre-
quency or power split ratio, permittivity of the substrate the
circuit is implemented on, the space F contains aggregated
objectives f = [f1 . . . fN ]T . The region of validity of the
surrogate model is determined by the lower and upper bounds
fk.min and fk.max, k = 1, . . ., N , for fk . The design optimality
is defined in terms of the objective functionU (x, f), assessing
the design x for the objective vector f.

More specifically, the optimum design x∗ is understood as

x∗ = UF (f ) = argmin
x
U (x, f ) (2)

For example, suppose that the circuit of interest is a
microwave coupler, which is to operate at frequency f0 and
to provide a power split ratio K . Furthermore, let us assume
that the surrogate model of the coupler should be valid with
in the following ranges: f0.min ≤ f0 ≤ f0.max, and Kmin ≤

K ≤ Kmax. The objective space F is then [f0.minf0.max] ×
[KminKmax], whereas the objective functionmay be defined as
U (x, f) = max{|S11(x, f0)|, |S41(x, f0)|} +β(dS (x, f0) – K )2,
where dS (x, f0) = |S21(x, f0)| – |S31(x, f0)| (in dB) is the power
split ratio at the design x and frequency f . This objective
function corresponds to the design goals being minimization
of the coupler matching and isolation characteristics at f0
while maintaining the power split ratio of K .

The set UF (F) = {UF (f ) : f ∈ F} consists of designs
that are optimal according to (2) for all f ∈ F . Note that
as long as the aim is to construct the surrogate that ade-
quately represents designs being of high quality with respect
to vectors f within F , it is sufficient to restrict the modeling
process to the vicinity of UF (F) [47]. In the nested kriging
framework [48], UF (F) is approximated by a set of reference
designs x(j) = [x(j)1 . . . x(j)n ]T j = 1, . . . , p, optimized w.r.t. the
f(j) = [f (j)1 . . . f (j)N ], uniformly distributed in F .
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FIGURE 3. Conceptual illustration of performance-driven modeling:
(a) objective space; (b) parameter space X , reference designs, and the
optimum design manifold UF (F ), as well as the image sI (F ) of the
first-level surrogate; (c) definition of the domain XS through orthogonal
extension of sI (F ). The manifolds M− and M+ are marked using the
dotted lines.

Using the pairs {f(j), x(j)}, j = 1, . . . , p, the first-
level model sI (f): F → X is established using kriging
interpolation. Because sI coincides with UF (F) only at the
reference designs, sI (F) is extended to encapsulate the opti-
mum design manifold. The extension is carried out using
the vectors {v(k)n (f)}, k = 1, . . . , n – N , normal to sI (F)
at f. Let xd = xmax – xmin, with xmax = max{x(k),
k = 1, . . . , p}, xmin = min{x(k), k = 1, . . . , p}, and α
be the extension factors α(f ) = [α1(f ) ... αn−N (f )]T =

0.5T
[
|xdv

(1)
n (f )| ... |xdv

(n−N )
n (f )|

]T
, where T is a thickness

coefficient. The surrogate model domain XS is then defined
as

XS =

 x = sI (f )+
n−N∑
k=1

λkαk (f )v
(k)
n (f ) : f ∈ F,

−1 ≤ λk ≤ 1, k = 1, . . . , n− N

 (3)

Note that XS is delimited by M± = {x ∈ X : x = sI (f )
±

∑n−N
k=1 αk (f )v

(k)
n (f )

}
. A graphical illustration of the dis-

cussed concepts can be found in Fig. 3. The actual
(final) surrogate is constructed in XS using the data
set {x(k)B , R(x(k)B )}k = 1, . . . ,NB, uniformly distributed
within the domain [48]. In nested kriging, the surrogate
is rendered using kriging interpolation. Here, the FCRM

FIGURE 4. Flowchart of the proposed modeling framework involving
PDRN with automated architecture determination and domain
confinement.

model is used instead to capitalize on improved flexibility
of DNNs.

D. MODELING PROCEDURE
The overall modeling procedure consists of several stages, cf.
Fig. 4. Having the objective space and the objective function
definition decided upon by the user, the reference designs
are acquired (some of which may be available from, e.g.,
the previous work with the same circuit). These are used to
define the model domain, the sampling process (cf. [48]), and
acquisition of the training data. Subsequently, the FCRM sur-
rogate is rendered using Bayesian optimization as discussed
in Section II. B.

III. DEMONSTRATION EXAMPLES
This section discusses numerical verification of the modeling
procedure introduced in the work. It involves two minia-
turized microstrip couplers modeled over broad ranges of
operating frequencies, power split ratio, and substrate per-
mittivity. The constrained FCRM surrogate is established
in both a conventional, interval-like, domain (to validate
the advantages of FCRM in modeling scattering parameters
of the considered microwave components), and the con-
strained domain defined as in Section II. C (to verify the
benefits of incorporating performance-driven concepts into
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FIGURE 5. Compact microstrip circuit used as verification case studies:
(a) rat-race coupler (RRC) [61], (b) branch-line coupler (BLC) [62].

the DNN-based metamodels). This is complemented by a
comprehensive comparisonwith several benchmarkmethods,
including conventional techniques, as well as the nested krig-
ing framework.

A. VERIFICATION CASE STUDIES
Consider two miniaturized microstrip couplers shown
in Fig. 5, a rat-race coupler (RRC) [61], and a branch-line
coupler (BLC) [62]. The details concerning the substrates,
design variables, parameter and objective spaces, as well as
reference designs can be found in Table 1. The computational
models of both circuits are implemented in CST Microwave
Studio. Note that for the BLC, relative permittivity εr of the
dielectric substrate is one of the components of the objective
space. The surrogate models are supposed to be valid within
the specified ranges of the figures of interest, defining the
space F . It should be emphasized that both modeling tasks
are very challenging, not only due to the dimensionality of
the parameter space (six and ten, respectively) but mainly
due to broad ranges of the geometry parameters (the average
ratio of the upper-to-lower bounds of three) and the operating
conditions. These are 1 GHz to 2 GHz (operating frequency),
–6 dB to 0 dB (power split ratio), and 2.0 to 5.0 (substrate
permittivity)

B. EXPERIMENTAL SETUP
The surrogate models are constructed within the objective
spaces described in Table 1 (for constrained, or performance-
driven models), and within the parameter space X (also
provided in Table 1) for conventional surrogates. The
conventional space corresponds to the smallest interval

containing all reference designs selected for a particular test
case. In order to investigate the scalability properties of the
models as a function of training data set size, the surrogates
are constructed using NB = 50, 100, 200, 400, and 800 sam-
ples. The constrained domain XS is established using the
thickness parameter T = 0.05.

The modeling error is computed using a split-sample
approach with 100 testing samples. The assumed error
metric is the relative RMS error defined as ||R(x) –
Rs(x)||/||R(x)|| (here, R and Rs stand for the EM simulated
coupler responses, and the characteristics predicted by the
surrogate).

The comparison is executed at the level of complex
responses, and averaged over all relevant characteristics
(|S11|, |S21|, |S31|, and |S41|) as well as all testing points.
The performance of the proposed modeling approach, i.e.,
constrained FCRM surrogate, is compared to the following
benchmark methods:
• Kriging interpolation [22];
• Radial basis functions (RBF) [63];
• Convolutional neural network (CNN) [54], [64];
• Ensemble learning [65];

The kriging surrogate uses second-order polynomial as a
trend function, and Gaussian correlation function [22]. The
RBF surrogate employs Gaussian basis functions. CNN [54],
[64], with hyper-parameter setting of Depth size of 4 and
first filter amount of 64 had been used another bench-
mark method. The final technique in our comparative
study is the ensemble learning using LSBoost [65], with
the learning rate of the model obtained using Bayesian
Optimization.

C. RESULTS
Tables 2 through 5 provide the numerical results. These
include the estimated modeling errors for the proposed and
the benchmark techniques under two scenarios: the surro-
gate constructed in the conventional parameter space X , and
within the constrained domain XS . The conventional param-
eter space was considered to emphasize the advantages of
the FCRM in modeling of nonlinear coupler characteristics
even without domain confinement. The surrogate-predicted
RRC and BLC characteristics versus their EM-simulated
responses for selected testing locations have been shown
in Figs. 6 and 7, respectively.

Based on the data included in the tables, one can formulate
a number of observations concerning the performance of
the presented modeling methodology, pertinent to both the
original and the constrained domain. These are summarized
below:
• The framework discussed in this paper ensures a mod-
eling accuracy that by far surpasses the capability of
all considered benchmark methods. This applies to both
the original (unconstrained) space X , and the confined
domain XS .
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TABLE 1. Verification case studies: rat-race coupler (RRC), and branch-line coupler (BLC).

TABLE 2. Modeling results and benchmarking for the RRC of Fig. 5(a).

FIGURE 6. Miniaturized RRC of Fig. 5(a): S-parameters at the selected
testing locations: EM simulations (—), and predictions by the proposed
constrained FCRM surrogate (o). The surrogate set up using NB = 400
training samples.

• The advantages of FCRM are particularly pronounced
for larger data sets (200 samples andmore); for example,

FIGURE 7. Miniaturized BLC of Fig. 5(b): S-parameters at the selected
testing locations: EM simulations (—), and predictions by the proposed
constrained FCRM surrogate (o). The surrogate set up using NB = 400
training samples.

the accuracy of the FCRM surrogate in the original
space is as good as that of kriging or RBF in the
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TABLE 3. Constrained FCRM architectures for the RRC of Fig. 5(a).

TABLE 4. Modeling results and benchmarking for the BLC of Fig. 5(b).

confined domain. This indicates a particular suitability
of DNN-type of models for representing nonlinear char-
acteristic of the coupling structures.

• FCRM is capable of exploring a particular arrange-
ment of the training data which is evident from
Tables 3 and 5. It can be observed that the model
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TABLE 5. Constrained FCRM architectures for the BLC of Fig. 5(b).

architecture, as adjusted through Bayesian optimization,
depends on both the training data set size and the type of
response to be modeled.

• FCRM takes a full advantage of domain confinement.
It can be noted that the predictive power of constrained
FCRM is better than nested kriging by a factor of two
for the RRC and three for the BLC. In terms of specific
figures, the average relative RMS error is as low as
about two percent for 400 and 800 training samples. This
is remarkable considering that both test cases are very
challenging, especially in terms of the ranges of geom-
etry and operating parameters covered by the region of
validity of the surrogates.

• The results are consistent for both the RRC and BLC,
which demonstrates that the considered method can

handle various modeling problems without any tuning
of its control parameters.

IV. CONCLUSION
In this work, a novel approach to cost-efficient and reliable
modeling of miniaturized microwave components has been
proposed. The two major components of our technique are
the fully-connected regression model, and the performance-
driven concept. The former combines a deep neural network
surrogate with automated architecture and hyper-parameter
determination using Bayesian optimization. It allows us to
take the advantage of the neural network flexibility in mod-
eling of highly-nonlinear responses while avoiding the risk
of overtraining, and to adjust the structure of the model to
a specific input data set. The latter allows to overcoming
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the issues related to parameter space dimensionality, and
enables achieving good predictive power over broad ranges of
geometry parameters and operating conditions of the device
of interest. The numerical experiments based on two compact
microstrip couplers, and conducted for the proposed method
and a number of benchmark procedures (kriging, radial-basis
functions, CNN, Ensemble Learning) conclusively demon-
strate the advantages of the presented framework in terms
of its ability to precisely model the circuit characteristics
using small numbers of training data points, as well as cap-
italizing on the domain confinement concept. In particular,
the accuracy improvement over nested kriging is by a fac-
tor of two and three for the first and the second test case,
respectively. The modeling methodology discussed in this
paper can be viewed as a viable alternative to existing pro-
cedures, especially under challenging scenarios that involve
multi-dimensional spaces and wide ranges of both geometry
and operating parameters that need to be covered by the
surrogate.
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