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Abstract— Parameter tuning through numerical optimization 
has become instrumental in the design of high-performance 
antenna systems. Yet, practical optimization faces several major 
challenges, including high cost of massive evaluations of antenna 
characteristics, normally involving full-wave electromagnetic 
(EM) analysis, large numbers of adjustable variables, the shortage 
of reasonable initial solutions in the case of topologically complex 
structures, and multimodality of the objective function landscapes. 
The last two reasons foster the employment of global search 
routines, which might be prohibitively expensive. This paper 
proposes a novel procedure for efficient and reliable antenna 
optimization by means of design specification adaptation. By using 
appropriate selection criteria and the predictions from a linear 
expansion model, the ability of improving the current design is 
verified, and—in the case of a negative outcome—performance 
requirements are temporarily relaxed. The adjustment is carried 
out prior to each iteration of the optimization process with the 
specifications eventually converging to their original levels. The 
algorithm is intended to improve the efficacy of local optimizers if 
the target operating frequencies of the structure at hand are 
severely misaligned with respect to those at the available initial 
design. This eliminates the need for global routines, and greatly 
enhances the robustness of the search process, as demonstrated 
using several antenna structures optimized under different 
scenarios. 

Index Terms—Antenna design; parameter tuning; EM-driven 
optimization; design specification adaptation; multi-band 
antennas. 

I. INTRODUCTION

imulation-driven parameter tuning has become ubiquitous
in the design of contemporary antenna structures. As
performance specifications become increasingly stringent, 

which is in a large part dictated by the needs of the emerging 
application areas (5G communications [1], medical imaging 
[2], internet of things [3], or wearable devices [4]), their 
fulfillment fosters the development of topologically complex 
structures described by many parameters that require 
meticulous tuning. At the same time, implementation of 
functionalities such as multi-band operation [5], circular 
polarization [6], band notches [7], or spatial diversity (e.g., 
MIMO technology [8]), requires handling of various antenna 
characteristics (axial ratio [9], isolation [10], gain [11]), as well 
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as constraints, e.g., in the case of compact realizations [12]. 
Controlling multiple parameters and performance figures 
through numerical optimization is a challenging endeavor, yet 
imperative to render high-performance designs. The primary 
bottleneck is high cost of repetitive EM analyses entailed by 
both local and global search procedures. To alleviate this 
difficulty, a number of techniques have been devised, including 
algorithmic approaches (adjoint sensitivities [13], sparse 
Jacobian updates [14]), surrogate-based methods involving 
both physics-based [15], [16] (e.g., space mapping [17], 
response correction [18], cognition-driven design [19]), and 
data-driven models [20], [21] (e.g., kriging [22], support vector 
regression [23]), or machine learning methodologies [24], [25]. 
Another possibility, partially related to the physics-based 
approaches, is the employment of variable-fidelity simulations, 
e.g., by means of co-kriging [26], multi-fidelity algorithms [27],
or supervised learning [28].

In many practical situations, ensuring reliability is of an even 
higher priority than reducing the computational complexity. 
When carrying out parameter tuning, e.g., to re-design an antenna 
for different operating frequencies or material parameters of a 
dielectric substrate, or boosting the performance of a compact 
device after introducing geometrical alterations, the available 
initial solution may be too far away from the optimum, especially 
in terms of allocating the operating frequencies. This makes local 
routines prone to a failure, and promotes defaulting to global 
methods, which should only be used as the last resort due to their 
excessive CPU costs. The methods mentioned in the previous 
paragraph are mostly oriented towards the improvement of the 
computational efficiency of the search process, but not directly 
addressing its robustness [13]-[25]. On the other hand, 
accelerated versions of globalized algorithms (e.g., surrogate-
assisted nature-inspired procedures [29], [30]) are severely 
limited in terms of the dimensionality of the parameter space they 
can handle [31], [32], which is typically way below the number 
of adjustable variables inherent to contemporary devices. The 
problem is further exacerbated by nonlinearity of antenna 
characteristics. 

This paper proposes a technique for improving the reliability 
of the optimization procedures by introducing adaptation of 
design specifications. Our methodology adjusts the objectives 
based on appropriately quantified misalignments between the 
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required operating frequencies/bandwidths and those of the 
current design. The adjustments are made in the course of the 
optimization run, eventually converging to the original targets. 
For the sake of validation, the proposed mechanism is coupled 
with the gradient-based optimization routine, and demonstrated 
to significantly improve the robustness of the search process in 
several ways: (i) making the successful execution of the 
optimization procedure less dependent on the quality of the 
initial design, (ii) enabling re-design of antenna structures in 
broad ranges of operating frequencies using local algorithms, 
(iii) eliminating the need for employing global search 
procedures, (iv) eliminating the need for using sophisticated 
algorithmic solutions such as surrogate modeling or machine 
learning methods. The numerical experiments carried out using 
three antenna structures, a single-, dual-, and triple-band ones 
fully corroborate these features, and make the presented 
approach a viable alternative for existing optimization 
techniques for solving more demanding optimization tasks. 
 The major novelties and technical contributions of this work 
include: (i) conceptual development of the design specification 
management scheme, (ii) implementation of the optimization 
framework combining local gradient-based search with 
automated specification adjustment, (iii) comprehensive 
exposition of the search process reliability improvement in 
terms of reducing sensitivity to the initial design quality, (iv) 
demonstrating the efficacy of the proposed procedure in 
handling severe operating frequency misalignments (initial 
versus target) through local search. 
 The remaining part of the paper is organized as follows. 
Section II introduces the proposed design specification 
management methodology and places it in the context of local 
(gradient-based) design optimization of antenna structures. 
Section III provides comprehensive validation of the developed 
framework as well as benchmarking against conventional 
formulation of the parameter tuning tasks involving fixed 
specifications. The numerical experiments emphasize the 
importance of the adaptive adjustment of the target operating 
frequencies in the course of the optimization run, and the 
benefits in terms of handling challenging design scenarios. 
Section IV concludes the work. 

II. ROBUST OPTIMIZATION USING DESIGN SPECIFICATION 

ADJUSTMENT 

This section formulates the proposed design specification 
management strategy that aims at improving the robustness of 
the antenna optimization process. Although it is generic, for the 
sake of illustration, it is combined with the gradient-based 
algorithm briefly outlined in Section II.C. The overall 
optimization framework is summarized in Section II.D. 

A. Design Specification Management for Reliable Antenna 
Tuning: The Concept 

The major objective of the proposed methodology is to 
facilitate EM-driven antenna optimization processes carried out 
under challenging scenarios, in particular, the lack of 
reasonable initial design, or the necessity of re-designing the 
structure for the operating frequencies/bandwidths that are 

severely misaligned with those at the available design. In these 
and similar situations, local optimizers are prone to a failure, 
whereas application of global methods (nature-inspired 
metaheuristics [33], machine learning routines [34], etc.) is 
usually unjustifiable due to the excessive computational 
expenses associated with such techniques. 

For the sake of explaining the introduced concepts, the 
design problem is formulated as a minimax task of improving 
the antenna matching at the target operating bands [fj.1 fj.2], j = 
1, …, N, where N is the number of bands, whereas fj.1 and fj.2 
stand for the beginning and the end of the jth band. Denoting 
the vector of adjustable parameters as x, we aim at solving 

*
11arg min ( , , )U S

x
x x F                            (1) 

where F = [f1.1 f1.2 … fN.1 fN.2]T is the aggregated vector of the 
target operating bands, whereas the objective function is 
defined as 

 11 .1 .2 11
1,...,

( , , ) max : | ( , ) |j j
j N

U S f f f S f


  x F x            (2) 

It should be noted that focusing on the reflection 
characteristic here does not imply any loss of generality because 
when handling other antenna responses (gain, axial ratio, etc.), 
the intended operating bandwidth for the latter is strictly 
correlated with that of the impedance bandwidth (cf. Section 
III.C). Given the above, the problem (1) is an auxiliary design 
task, considered for the purpose of design specification 
management. The primary design task, which may or may not 
be equivalent to (1), will be defined in Section II.C. 

A typical situation has been illustrated in Fig. 1, showing a 
dual-band antenna optimized for best matching within the target 
operating bands centered at 3.5 GHz and 5.3 GHz. The design 
goals are attainable using local search when starting from the 
design with the response shown using the solid line but not the 
one represented by the dashed line. This is because the lower 
resonant frequency at the former initial design is located around 
2 GHz, whereas the upper one is closer to 3.5 GHz rather than 
to 5.3 GHz.  

The approach proposed in this paper is to facilitate reliable 
antenna tuning in situations as described above without 
resorting to global search routines, and preferably without 
incurring additional computational expenses (e.g., in the form 
of multiple local search runs starting from additional initial 
designs). Toward this end, a design specification management 
scheme is proposed, in which the target operating 
frequencies/bandwidths are continuously adjusted during a 
single algorithm run. The aim is to make sure that the design 
produced by the previous algorithm iteration is within the 
region of attraction of the current optimum (i.e., according to 
the current design specifications).  

The proposed concept has been graphically illustrated in 
Fig. 2. Initially, the specifications are relocated as much as 
necessary towards the operating frequencies of the antenna at 
the available initial design so that local optimization can be 
successful. Subsequently, the specifications are gradually 
moved towards their original values, and the design follows 
accordingly. At each stage of the process, the optimum with 
respect to the current specifications is ensured to be attainable 
from the currently available parameter set. When close to the 
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conclusion of the optimization process, the specifications are 
settled at their original values (Figs. 2(c) and 2(d)). 

B. Design Specification Management for Reliable Antenna 
Tuning: Prerequisites and Acceptance Thresholds 

The fundamental issue is the implementation of the design 
specification management scheme that would allow us to 
achieve the aforementioned goals. The major tasks are: (i) to 
quantify the necessary amount of design specification 
relocation, and (ii) to determine whether the adjusted specs are 
reachable from the current design (in a local sense). 
Furthermore, for practical reasons, the realization of these steps 
should be accomplished at low computational expenses.  

 

 
Fig. 1. Exemplary reflection responses of a dual-band antenna with the target 
operating bandwidths of 3.45-3.55 GHz and 5.25-5.35 GHz marked using 
vertical lines. The target is attainable from the design featuring the response 
marked using the solid line, whereas it is not from the design represented by the 
dashed line, when using local optimization procedures. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. Conceptual illustration of design specification management approach for 
reliable optimization of antenna structures. Initial design, and original design 
specifications (marked using solid lines in all pictures) are the same as in Fig. 1: 
(a) design specifications shifted towards the initial design resonances to allocate 
the design within the region of attraction of the optimum w.r.t. the current specs 
marked using dashed lines; (b) in the middle of the optimization run with current 
specs adjusted towards the original ones and the design following these; (c) before 
the last optimization stage: specifications set at their original values; (d) 
optimization accomplished w.r.t. the original specs. 
 

In this work, the underlying optimization algorithm is 
assumed to be a trust-region gradient search, therefore, the basic 
tool utilized to address (i) and (ii) will be a linear model of 
antenna characteristics established using the known Jacobian 
matrix. The latter is already available at no extra cost because 
it needs to be estimated before each iteration of the optimization 
algorithm.  

For the purpose of design specification management, we use 
the reflection response S11, and denote its gradient at frequency 
f as GS(x,f). We assume that the optimization algorithm is an 
iterative procedure that generates a series of approximations x(i), 
i = 0, 1, …, to the optimum design x* with x(0) being the initial 
design. The linear model L(i)(x,f) at the current design x(i) 
produced by the optimization algorithm takes the form of  

( ) ( ) ( ) ( )
11( , ) ( , ) ( , ) ( )

Ti i i i
SL f S f f    x x G x x x            (3) 

Consider an auxiliary optimization sub-problem 

( )

( )

|| ||
arg min ( , , )

i

tmp i

D
U L

 


x x
x x F                         (4) 

where D is the size of the optimization domain (a vicinity of 
x(i)), typically set to D = 1. The decision about whether to adjust 
the design specifications will be based on the following three 
factors: 

 The improvement factor Er defined as 

 ( ) ( ) ( )( , , ) ( , , )tmp i i i
rE U L U L x F x F                 (5) 

 The objective function value at the current iteration point 

 ( ) ( )
0 ( , , )i iE U L x F                              (6) 

 The distance Ec between the center frequencies of the 
antenna at x(i), denoted as Fc = [fc.1 … fc.N]T, and the target 
center frequencies Ft = [ft.1 … ft.N]T with ft.k = (fk.1 + fk.2)/2, 
k = 1, …, N, defined as  

|| ||c c tE  F F                                 (7) 

The first factor determines the potential for improving the 
design in terms of the antenna reflection response in the sense 
of (1), (2), when using x(i) as a starting point. The second factor 
evaluates the quality of the design x(i) in the same sense, 
whereas the last one will be used as a safeguard to ensure that 
the updated specifications are sufficiently close to the current 
operating frequencies of the antenna under design. 

Having defined the factors Er, E0, and Ec, as well as the 
acceptance thresholds Er.min, E0.max, and Ec.max, the design 
requirements are to be adjusted as compared to the original specs 
F if 

 Er is too small, Er < Er.min, i.e., the current design is unlikely 
to be improved in a sufficient manner from the current point 
x(i), or 

 E0 is too large, E0 > E0.max, i.e., the reflection levels are too 
high at the current design indicating that the actual 
operating bands at x(i) are away from the target, or 

 Ec is too large, Ec > Ec.max, which is a supplemental way of 
indicating the same problem as outlined above. 

Satisfaction of either of these conditions indicates that the 
current specifications are too stringent to be attainable from the 
current design and need to be relaxed. The acceptance threshold 
values are not critical but they should take into account the antenna 
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characteristics. A simple procedure for establishing Er.min, E0.max, 
and Ec.max is the following: 

1. Set Ec.max to half of the antenna bandwidth(s) at the initial 
design, which ensures that the target frequencies will be 
allocated on the reflection response slopes near the 
respective resonances or operating bandwidths as long as 
Ec < Ec.max; 

2. Temporarily relocate the design specifications (target 
operating frequencies) so that Ec = Ec.max (cf. (7)); 

3. Solve sub-problem (4) with D = 1; 
4. Set Er.min = Er, with Er calculated using xtmp obtained in 

Step 3. 
The threshold Er.min set as above account for a typical 

objective function improvement when the design specifications 
are established to satisfy the condition Ec < Ec.max. The last 
acceptance threshold E0.max is only introduced to handle 
situations when the antenna characteristics are flat around the 
target operating frequencies (typically when the reflection level 
is close to zero), yet the other two conditions are not satisfied. 
Setting it at certain values below zero dB, allows for 
distinguishing between such regions, and the situations when 
the target frequencies are getting closer to the actual operating 
bandwidths of the antenna. In the numerical experiments of 
Section III, we set E0.max = –2 dB. It can be observed that the 
value of D has an immediate effect on the improvement factor 
Er, so that changing D would change the number and amount of 
design specification adjustments in the course of the 
optimization run. In this work D = 1 was chosen to represent an 
‘intermediate’ value for typical sizes of microstrip antenna 
components, normally ranging from fractions of mm to a few 
dozens of mm. 

C. Design Specification Management for Reliable Antenna 
Tuning: Procedure 

Let us denote as Fcr(a)  the updated specifications for the next 
(i.e., (i+1)th) iteration of the optimization algorithm, 
parameterized by a scalar a, 0 ≤ a ≤ 1. They are 

 .1.1 .1.2 . .1 . .2( ) ( ) ( ) ... ( ) ( )
T

cr cr cr cr N cr Na f a f a f a f aF        (8) 

where 

. .1 .

. .2 .

( ) ( ) ( ),

( ) ( ) ( )
cr k cr k k

cr k cr k k

f a f a B a

f a f a B a

 
 

                          (9) 

with 

. . .

.
.2 .1

.

( ) (1 ) ,

( )
( ) ( )

cr k c k t k

cr k
k k k

t k

f a a f af

f a
B a f f

f

  

 
                        (10) 

The coefficient a is the maximum value for which the three 
conditions Er ≥ Er.min, E0 ≤ E0.max, and Ec ≤ Ec.max, are satisfied 
at the design (cf. (4)) 

( )

( )

|| || 1
arg min ( , , ( ))

i

tmp i
crU L a

 


x x
x x F                      (11) 

It should be emphasized that finding the coefficient a as 
described above is realized by solving a separate optimization 
sub-problem, in which a is continuously reduced from 1 to zero, 
until the value is found that ensures satisfaction of the three 
conditions mentioned above. If this cannot be obtained even 

with a = 0, the algorithm is terminated as the original specs are 
considered to be not attainable. 

In plain words, the design specifications are relaxed, i.e., the 
target operating frequencies/bandwidths are relocated towards 
the antenna center frequencies at the current design, as much as 
necessary to ensure satisfaction of the three conditions 
discussed above. Note that the updated kth target center 
frequency fcr.k is a convex combination of fc.k and the original 
target center frequency ft.k. By reducing a, the specifications are 
relaxed, which eventually makes our three conditions satisfied. 
When the current design approaches the optimum, the 
conditions will be satisfied for a = 1, which corresponds to the 
original specs. This is under the assumption that the 
specifications are attainable. Otherwise, the optimization 
process will be terminated upon getting as close to the original 
specs as possible. 

The procedure described in this section is repeated before each 
iteration of the optimization algorithm, i.e., at all designs x(i), i = 
0, 1, … This allows for continuous adjustment of the 
specifications depending on the relationships between the current 
design and the original requirements. It should be emphasized 
that specification adjustment does not incur any computational 
expenses in terms of EM simulations of the structure at hand 
because the knowledge of the antenna response and sensitivities 
is a prerequisite for the optimization algorithm operation 
(assuming it is a gradient-based routine). 

D. Trust-Region Gradient Search 

The presented design specification management approach 
can work with various local iterative search procedures 
(preferably descent ones). Here, it is demonstrated using the 
standard trust-region (TR) gradient search [35], which is briefly 
recalled in this section. The design task is defined as  

* arg min ( , ( ), )RU
x

x x R x F                        (12) 

where R stand for all relevant antenna responses. The series of 
approximations x(i), i = 0, 1, …, to x* (cf. (1)), is produced as 

( ) ( )

( 1) ( )

|| ||
arg min ( , , )

i i

i i
R R cr

d
U L

 


x x
x x F                    (13) 

where LR
(i) is a linear expansion model of i.e., 

( ) ( ) ( ) ( )( , ) ( , ) [ ( )] ( )i i i T i
R RL f f  x R x G x x x            (14) 

whereas UR is the objective function pertinent to the design task 
at hand, and GR denotes the response gradient. The trust region 
radius d(i) is updated after each iteration of the algorithm using 
the standard TR rules [36]. The antenna response gradients are 
estimated using finite differentiation. 

For the sake of illustration, let us consider maximization of 
average in-band gain G(x,f) of the antenna with the constraint 
imposed on the reflection responses so that |S11(x,f)| ≤ –10 dB 
for fk.1 ≤ f ≤ fk.2, k = 1, …, N. In other words, we require that the 
function U(x,S11,F) considered in (2)  does not exceed –10 dB. 
In this case, the objective function may take a form of 
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.2 .11
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( , , ) ( ,[ , ], )

( )
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max ,0
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k

k

fN

k f
R R N

k kk

G f df
U U G S

f f

U S





  


        

 


x
x R F x F

x F

    (15) 

The first term in (15) is the average in-band gain to be 
maximized, whereas the second term is a penalty factor 
quantifying a relative violation of the reflection constraint. 

It should be emphasized that the primary objective function 
UR defined for the antenna design purposes, and the auxiliary 
function U (cf. (1)), are two separate entities, with the former 
being considered for the purpose of implementing the design 
specification adjustment as described in Sections II.A 
through II.C. 

E. Optimization Framework 

The complete optimization algorithm combines the core 
optimization routine (here, the TR algorithm outlined in 
Section II.D), and the design specification management 
procedure of Section II.C. The specifications are adjusted 
before each iteration of the algorithm using the auxiliary cost 
function U. The next iteration point is subsequently found using 
the primary objective function UR.  

The input parameters of the process are 
1. x(0) – initial design; 
2. F – target operating frequency/band vector; 
3. UR – primary objective function encoding design goals; 

The operating flow of the algorithm is the following: 

1. Set the iteration index i = 0; 
2. Find the scalar a to determine current specification 

vector Fcr(a) (cf. Section II.C); if the conditions Er ≥ 
Er.min, E0 ≤ E0.max, and Ec ≤ Ec.max, cannot be satisfied 
even for a = 0, go to 7 (premature termination). 

3. Perform TR iteration (13) to find the new iteration 
point x(i+1) according to Fcr; 

4. Update the TR radius d(i); 
5. If the termination condition is satisfied, go to 7; 
6. If UR(x(i+1),R(x(i+1)),Fcr) < UR(x(i),R(x(i)),Fcr)  

  Set i = i + 1; 
  Go to 2; 

else  
         Go to 3; 

end 
7. END 

The termination condition is based on the convergence in 
argument ||x(i+1) – x(i)|| < , or reduction of the TR radius d(i) < . In 
our numerical experiments, we use  = 10–3. Note that if no 
improvement of the primary objective function is observed (Step 
6), the new point is rejected and the iteration is repeated with a 
reduced TR radius. More details concerning trust-region 
algorithms can be found in [36]. For the sake of additional 
clarification, Fig. 3 shows the flow diagram of the procedure. 

 
 

III. VERIFICATION CASE STUDIES 

This section demonstrates the operation of the optimization 
framework introduced in Section II with the emphasis on the 
benefits of design specification management, and its role in 
handling challenging design scenarios that involve poor starting 
points. We consider three antenna structures, uniplanar dipoles 
(a dual- and a triple-band), as well as a quasi-Yagi antenna 
optimized for maximum in-band gain.  

Experimental validation of the designs pertinent to the 
considered benchmark structures is not considered because this 
work is not concerned with the design of novel antenna 
structures but it is oriented towards the development of the 
optimization procedures. All antennas have been taken from the 
literature as verification cases and have already been validated 
both in the source papers (e.g., [37], [39]), and in the context of 
numerical optimization (e.g., [40], [41]). Given the focus and 
the scope of this work, numerical results are more than 
sufficient to support the conclusions of the paper as elaborated 
on in Section IV. 

A. Case 1: Dual-Band Dipole 

Consider a coplanar-waveguide-fed uniplanar dual-band 
dipole antenna shown in Fig. 4 [37], implemented on the 
RO4350 substrate (r = 3.48, h = 0.762 mm).  The antenna 
geometry is described by six parameters x = [l1 l2 l3 w1 w2 w3]T; 
l0 = 30, w0 = 3, s0 = 0.18, and o = 5 are fixed (all dimensions in 
mm). The EM model is implemented in CST Microwave 
Studio, and evaluated using the time-domain solver. 

The design task is to improve antenna matching at the ±50 
MHz bands centered at 3.5 GHz and 5.3 GHz. Thus, the target 
operating frequency vector is F = [3.45 3.55 5.25 5.35]T GHz. 
The initial design shown in Fig. 5 using a dashed line, has been 
selected to illustrate the efficacy of the proposed design 
specification adaptation procedure. Local search starting from 
this x(0) = [36.0 7.0 21.0 0.6 5.0 4.5]T fails to find a satisfactory 
design because of significant misalignment between the center 
frequencies at x(0) and the targets; the obtained design is xconv = 
[36.7 7.7 15.3 0.29 5.0 1.86]T. Notwithstanding, the procedure 
of Section II is capable of identifying the optimum, x* = [29.9 
15.9 22.6 0.55 1.65 1.91]T mm, marked using the solid line in 
Fig. 5, without any problems. The overall optimization cost if 
106 EM simulations of the antenna structure, including finite 
differentiation for gradient estimation. Figure 6 shows the 
evolution of the design specifications in terms of the target 
center frequencies. It can be observed that the design targets are 
relocated towards lower frequencies, i.e., into the vicinity of the 
resonances of the antenna at the initial design. In later iterations, 
as the design gets closer to the original targets, the 
specifications are adjusted accordingly. After seven iterations, 
the specifications are already at their original values, yet the 
optimization process continues because relocating resonances 
has to be followed by improving antenna reflection therein as 
much as possible, according to the assumed objective function. 
Figure 7 illustrates this for selected intermediate designs 
rendered in the course of the optimization run. 
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Fig. 3. Flow diagram of the proposed optimization framework with design 
specification management. 
 

 

 

Fig. 4. Dual-band dipole antenna: geometry [37]. 
 

 

Fig. 5. Dual-band antenna: reflection response at the initial (- - -) and the final 
design (—) obtained using the proposed design specification adaptation 
approach; a dotted line represents the design obtained using conventional local 
search. Design specifications marked using the thin solid lines. 
 

 
Fig. 6. Dual-band antenna: evolution of the target operating frequencies versus 
iteration index of the optimization algorithm. Original specifications marked 
using horizontal lines. 

 

Fig. 7. Dual-band antenna: antenna responses at two intermediate designs, 
marked using the dotted and dashed lines, as well as the optimum (solid line), 
along with the corresponding design targets. 

B. Case 2: Triple-Band Dipole 

Our second example is the triple-band dipole antenna [38], 
also implemented on the RO4350 substrate. The structure, 
shown in Fig. 8, is described by ten parameters x = [l1 l2 l3 l4 l5 
w1 w2 w3 w4 w5]T; l0 = 30, w0 = 3, s0 = 0.15, and o = 5 are fixed 
(dimensions in mm). The computational model is implemented 
in CST. The design task is to improve antenna matching at the 
±50 MHz bands centered at 2.45 GHz, 3.6 GHz, and 5.3 GHz. 
Thus, the target operating frequency vector is F = [2.40 2.50 
3.55 3.65 5.25 5.35]T GHz. 

Similarly as before, the initial design (dashed line in Fig. 9) 
has been selected to demonstrate the robustness of the proposed 
approach. Conventional local optimization fails to identify the 
optimum design for the same reason as in the previous example: 
severe misalignment between the center frequencies at x(0) = 
[39.9 9.42 30.0 9.69 20.9 2.2 4.2 0.62 0.38 2.00]T and the targets. 
The design obtained through local search is xconv = [34.3 5.0 30.0 
13.3 21.0 1.98 3.98 2.2 1.90 0.66]T. On the other hand, the 
framework proposed in this work is capable of finding the high-
quality design x* = [37.1 12.7 27.3 10.9 19.7 1.24 2.37 1.30 0.37 
0.58]T mm (cf. Fig. 8, solid line). The overall optimization cost if 
178 EM simulations of the antenna structure, including finite 
differentiation for gradient estimation. 

The evolution of the target center frequencies as a function 
of the algorithm iteration has been shown in Fig. 10, indicating 
the same qualitative behavior as for the first test antenna. 
Following the heavy initial modifications, the target 
frequencies converge to their original values within the first 
nine iterations of the optimization process. For the sake of 
supplementary illustration Fig. 11 depicts the selected 
intermediate designs, and the corresponding specifications 
encountered during the optimization run.  
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Fig. 8. Triple-band dipole antenna: geometry [38]. 
 

 

Fig. 9. Triple-band antenna: reflection response at the initial (- - -) and the final 
design (—) obtained using the proposed design specification adaptation 
approach; a dotted line represents the design obtained using conventional local 
search. Design specifications marked using the thin solid lines. 
 

 

Fig. 10. Triple-band antenna: evolution of the target operating frequencies 
versus iteration index of the optimization algorithm. Original specifications 
marked using horizontal lines. 
 

 

Fig. 11. Triple-band antenna: antenna responses at two intermediate designs, 
marked using the dotted and dashed lines, as well as the optimum (solid line), 
along with the corresponding design targets. 
 

C. Case 3: Quasi-Yagi Antenna 

The last verification example is a quasi-Yagi antenna with a 
parabolic reflector (Fig. 12) [39], implemented on FR4 
dielectric substrate (r = 4.4, h = 1.5). The EM model is 
simulated in CST. The geometry parameters are x = [W L Lm Lp 
Sd Sr W2 Wa Wd g]T (all dimensions in mm). The feed line width 
W1 = 3.0 is set to ensure 50-ohm input impedance. 

The design task is to maximize the average realized gain 
within the ±200 MHz frequency range centered at 4.8 GHz. At 
the same time, the antenna reflection is supposed not to exceed 
–10 dB within the same bandwidth. Thus, in this case, the target 

operating frequency vector is F = [4.60 5.00]T GHz. The 
primary objective function is defined as in (15) with the penalty 
factor = 10. 

The initial design x(0) shown in Fig. 13 using the dashed line 
has been selected away from the target bandwidth to ensure that 
the optimization process is sufficiently challenging. The 
standard local optimization process expectedly fails when 
starting from x(0) = [130.0 68.0 22.1 20.0 0.60 17.3 3.95 11.0 
23.2 0.5]T. The design obtained through local search is xconv = 
[149.4 78.5 29.3 26.4 0.9 13.5 3.46 9.9 15.3 0.57]T. The 
proposed approach yields the optimum designs also shown in 
Fig. 13 using the solid line, x* = [118.6 62.2 35.0 24.1 0.89 9.5 
2.00 9.12 19.0 0.99]T mm. The overall optimization cost if 118 
EM simulations of the antenna structure, including finite 
differentiation for gradient estimation. Figures 14 and 15 show 
the evolution of the target center frequency, as well as the 
antenna responses at the selected intermediate designs along 
with the corresponding specifications. The overall performance 
of the algorithm is consistent with what was observed for the 
first two verification cases. 

 

 

 
Fig. 12. Planar quasi-Yagi antenna: geometry [39]: top layer (top), bottom layer 
(bottom). 
 

 

Fig. 13. Quasi-Yagi antenna: reflection response at the initial (- - -) and the 
final design (—) obtained using the proposed design specification adaptation 
approach; dotted lines represent the design obtained using conventional local 
search.. Design specifications marked using the thin solid lines. Reflection 
and realized gain characteristics marked using black and gray curves, 
respectively. 
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Fig. 14. Quasi-Yagi antenna: evolution of the target operating frequency versus 
iteration index of the optimization algorithm. Original specifications marked 
using horizontal lines. 
 

 

Fig. 15. Quasi-Yagi antenna: antenna responses at antenna responses at two 
intermediate designs, marked using the dotted and dashed lines, as well as the 
optimum (solid line), along with the corresponding design targets. Reflection 
and realized gain characteristics marked using black and gray curves, 
respectively. 
 

IV.  CONCLUSION 

This paper proposed a novel approach to design optimization 
of antenna structures, aiming at the improvement of the 
reliability and robustness of the parameter tuning process. In 
pursuit of this goal, a design specification management 
procedure was introduced, which is intended to work with local 
search procedures. Here, it is coupled with the trust-region 
gradient routine. Our methodology allows for relocating the 
design specifications depending on the quality of the initial 
point (as well as all intermediate designs along the optimization 
path), so as the adjusted targets become attainable through the 
local search. In the course of the algorithm run, the 
specifications gradually converge to their original levels. The 
presented technique has been demonstrated to greatly improve 
the reliability of the search process even if the initial designs 
are of poor quality with the antenna operating 
frequencies/bandwidths significantly misaligned with respect 
to the assumed targets. The major advantages of the proposed 
framework include reducing the sensitivity of the optimization 
process to the initial design quality, as well as enabling antenna 
dimension scaling in broad ranges of operating frequencies 
using local algorithms. Additional benefits are eliminating the 
need for employing costly global search routines, or other 
sophisticated algorithmic solutions (e.g., surrogate modeling or 
machine learning methods). 
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