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ABSTRACT Optical wireless networks realized by means of gigabit optical wireless communication (OWC)
systems are becoming, in a variety of applications, an important alternative, or a complementary solution,
to their fiber-based counterparts. However, performance of the OWC systems can be considerably degraded
in periods of unfavorable weather conditions, such as heavy fog, which temporarily reduce the effective
capacity of the network. In this paper, we focus on optical wireless mesh networks that use terrestrial
links (called FSO — free-space optical — links) composed of several parallel full-duplex FSO systems, and
present two complementary solutions that together provide a means to maximize network traffic performance
in various weather conditions encountered during network operation. The first solution is a method for
estimating the degradation of the effective FSO link capacity in adverse weather conditions such as fog,
rain and snow (called the weather states in this paper). The second solution is an optimization model
aiming at maximizing the network traffic throughput for a given list of weather states, derived from the
conducted measurements. The model assumes the so-called affine flow thinning (AFT) traffic routing
and protection mechanism capable of controlling the end-to-end traffic flows in response to fluctuations
of capacity available on FSO links caused by changing weather conditions. The proposed link capacity
modeling approach and the elaborated optimization model are verified through an exhaustive numerical
study, illustrating the trade-off between the increase of traffic performance of the FSO networks and the
corresponding cost of additional OWC systems.

INDEX TERMS Adverse weather conditions, affine flow thinning, FSO link capacity degradation, optical

wireless communications, optimization, resilience, wireless mesh networks.

I. INTRODUCTION

Optical wireless communications (OWC) is a promising
alternative (or a complementary solution) to optical fiber
communications (OFC) [1]. In particular, OWC systems,
based on light emitting diodes (LED) generating the optical
signal at wavelengths in the 780—1600 nm range (encompass-
ing visible light, infrared and ultraviolet [2]), are important
for such applications as 5G communications and beyond [3],
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provisioning ‘‘last-mile” connectivity in metropolitan area
networks [4], point-to-point and point-to-multipoint connec-
tions [5], and enabling connectivity in areas where fiber
installation is hardly possible or costly [6].

Besides, over the last 15 years, optical wireless transmis-
sion systems have become critical to a variety of ground and
aerial applications, in particular in relation to train, ship and
airplane operation [7], [8].

In this paper, we consider still another, networking ori-
ented application of the OWC systems, namely, optical
wireless mesh networks (OWMN), relevant for example
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for metropolitan areas [2], [9], [10] and cellular backhaul-
ing [11], [12]. In such networks links are composed of parallel
full-duplex OWC systems of the range of several kilome-
ters, referred to as free-space optical (FSO) systems, linking
transceivers that are in line of sight. In metropolitan area
networks (MAN) the transceivers can for example be installed
on the roofs of high buildings. As compared to an alterna-
tive solution, that is wireless mesh networks using radio-
frequency (RF) systems, the so-configured FSO networks
have such important advantages (that stem from the usage of
the FSO systems) as unlicensed spectrum, high full-duplex
system capacity (of at least several Gbps) and robustness to
electromagnetical interference [2]. Besides, components of
FSO systems are characterized by low cost and power con-
sumption as compared to RF equipment [13]. And, clearly,
FSO systems do not require optical cables so their deploy-
ment cost is much lower than that of optical fiber-based
systems.

In the related literature, FSO networks are often considered
as a promising candidate solution to be widely used in the next
decade 6G wireless backhaul networks due to their capacity
by far exceeding that of RF systems [14], the possibility
of dynamic rearrangement of FSO systems (reconfigurable
topology to meet time-varying demands [15], or to adjust to
changing adverse weather conditions [16]), cost-efficiency
and scalability [17], as well as resource-efficiency and reli-
ability [18]. Also, although currently the overall FSO market
seems to be underdeveloped as compared to its potential,
the usage of FSO systems is likely to be significantly boosted
in the next few years [19].

It is worth noticing that a variety of FSO systems
operating at a transmission rate of the order of 10 Gbps
are already commercially available [2], [20], [21]. Also,
research experiments have shown a remarkable poten-
tial of the FSO systems in increasing nominal trans-
mission rates, e.g., up to 1.72 Tbps for distances of
over 10 km (see [22], [23]), or even up to 13.16 Tbps
over a distance of 10.45 km (achieved in 2018 by DLR
and ADVA) - https://www.adva.com/en/newsroom/press-
releases/20180510-dlr-and-adva-set-new-world-record-for-
optical-free-space-data-transmission.

Although solutions to issues concerning, e.g., advanced
modulation and coding [24], [25], or multiple access [26]
have been provided, the adverse weather conditions charac-
teristic to the lowest part of the atmosphere up to 10 km
above the Earth sphere (i.e., the troposphere also called the
weather sphere) can still pose severe problems to FSO com-
munications. Indeed, apart from many challenges to resilient
communications highlighted in [13], [27] including

1) atmospheric turbulence (also called scintillation [22])

responsible for increased bit error rate (BER) and
decreased signal-to-noise ratio (SNR) due to random
changes of the atmospheric refractive index; atmo-
spheric turbulence typically decreases with the altitude
(except for weather inversion periods when the oppo-
site behaviour can occur) [28],

2) a proper pointing, positioning and tracking of signal
(mechanical alignment issues)

as already mentioned, FSO communications can often be sub-
stantially affected by the adverse weather conditions such as
fog, clouds and snow [10], leading to partial or even complete
unavailability of multiple FSO links at a time. Although the
impact of weather conditions is mostly temporal, the fre-
quency of their occurrence implies the need to pay special
attention to the mitigation of their effect on the performance
of FSO communications.

Concerning multihop transmission in OWMNS, the atmo-
spheric attenuation caused by weather conditions can be
observed in multiple locations at a time along the routing
path. Generally, this attenuation is low during clear days
but can increase during periods of adverse weather condi-
tions [29], [30]. Among all weather events, fog has been
found responsible for the most significant degradation of
FSO link capacity. Especially during periods of thick fog,
a remarkable Mie scattering causing deflection of a part of
the light beam from the receiver can be observed, as the size
of water droplets (between 1 and 20 pm) is similar to the size
of infrared wavelengths [27].

The impact of fog on FSO link capacity has been found to
depend also on the fog type. Maritime fog has been verified
to cause the highest attenuation of even several hundred
dB/km (similar to clouds). The impact of continental fog was
found to be lower — about 100 dB/km. Besides, continental
fog is more stable than the maritime one [22]. It is worth
noting here that Mie scattering can also occur in the areas
of clouds [22] and, therefore, affect space-to-ground com-
munications. However, since in this paper we consider only
terrestrial FSO systems operating below clouds, the impact of
clouds is beyond the scope of this paper.

Concerning other weather conditions such as rain and
snow, their influence on the performance of FSO systems is
relatively low. In particular, higher robustness of FSO systems
to rain, as compared to fog, is due to the radius of rain-
drops being commonly greater than 100 um (which is visibly
larger than the FSO wavelengths [31], [32]). As a result,
rain can typically cause only geometrical scattering with
a minimal influence over the optical laser energy [33]. Typ-
ical signal attenuation due to rain is, therefore, marginal
(about 3 dB/km [5]) and can be meaningful only under severe
rain [7]. The effect of snow is also not significant and posi-
tioned between the impact of light rain and moderate fog [7].

As wireless systems based on RF transmission are robust
to fog conditions, a hybrid RF/FSO architecture has been
investigated in several research papers (see, e.g., [34], [35]).
Indeed, these two technologies can be often regarded as com-
plementary since the weather events affecting RF and FSO
systems are diverse (FSO systems are vulnerable to fog, snow
and clouds, while RF transmission is sensitive to rain [7]).
However, the nominal capacity of FSO systems is typically
far greater than that of RF ones [7]. Therefore, in such hybrid
configurations, RF links can be used, for example, to provide
parallel transmission of only part of the traffic (for instance of
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high-priority). Another application of RF links could be for
control plane purposes (RF links acting as control plane links
while FSO systems being used for data transmission). As the
RF technology is costly (due to exclusive licensing of most of
the RF sub-bands [7]), and since RF links installed parallel to
FSO systems cannot assure full recovery of all the affected
FSO flows, such a hybrid architecture is not considered in
our paper.

In this paper, we aim at investigating the impact of fog,
rain and snow on the performance of operating FSO net-
works, and at elaborating an optimization model for recon-
figuring the location of the FSO transmission systems to
maximize the (network) traffic throughput in all (nominal and
adverse) weather conditions that can be expected during net-
work operation. Furthermore, when considering atmospheric
conditions (such as fog and rain), we neglect atmospheric
turbulence. This is assumed for three reasons:

1) realistic consideration of atmospheric turbulence
would require reliable measurement results, which
were not available in the databases we could access

2) some FSO architectures (such as Multiple Input Single
Output (MISO) [22]) are robust to atmospheric turbu-
lence

3) considering atmospheric turbulence effects in the opti-
mization model presented in Section IV would lead to
losses in its effectiveness.

More precisely, our investigations can be summarized as
follows.

1) Development of a methodology for determining the
influence of adverse weather conditions on the degra-
dation of the FSO system capacity. In effect, we obtain
formulas which determine the fraction (called link
availability coefficient) of the maximal capacity
(expressed in Gbps) that is available on an FSO system
between two given locations, based on the weather
records that specify the parameters of fog, rain and
snow conditions. With such formulas we are then able
to calculate the availability coefficients for all links and
all states in a given network inside a certain area (like
the Paris metropolitan area analyzed in the numerical
part of the paper) for which the weather records, typ-
ically for each hour of the year, are available. In such
records, the area is represented by a grid of measure-
ment points separated by a fixed distance, and the
weather conditions observed in a given hour at each
node are characterized by fog type and density (visibil-
ity), as well as rain/snow intensity (precipitation rate)
impacting the overall visibility. Based on that, a list
of representative weather states characterized by link
availability coefficients can be prepared for an FSO
network of interest.

2) Development of an optimization model for maximizing
the traffic throughput taking into account all weather
states from a given (realistic) list of states prepared
as described above. For this, we assume a traffic
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routing and protection mechanism called affine flow
thinning (AFT) capable of on-line controlling the end-
to-end traffic flows in response to fluctuations of
link capacity caused by changing weather conditions.
In effect, the AFT parameters necessary for the effec-
tive day-to-day operation of the network can be set.

As compared to earlier works, the originality of the
presented approach consists of two major elements. First,
the methodology for determining the FSO link availability
coefficients for adverse weather conditions is novel and more
adequate for links with the length of the order of kilometers
than the previous modeling proposals of this kind. Second,
the optimization model for the FSO systems reconfiguration,
combined with an appropriate traffic flow routing and protec-
tion mechanism and the max-min fairness objective for traffic
throughput that is supposed to be realized in different weather
states, is a far-reaching extension of the previous optimization
models for FSO networks.

The remaining part of the paper is organized as follows.
First, in Section II, we present the works related to mod-
elling FSO link capacity available under adverse weather
and summarize the state-of-the-art in optimization models
suitable for traffic routing and protection. Then, in Section III,
we introduce our model for determining the degradation of
the FSO link capacity due to unfavorable weather conditions,
while in Section IV we describe our optimization approach
to maximize the network traffic throughput in scenarios of
reduced link capacity. A numerical study verifying the pro-
posed optimization procedure for FSO network traffic pro-
tection under adverse weather conditions (based on the real
weather data collected for the Paris metropolitan area) is
presented in Section V. Section VI concludes the paper.

Il. RELATED WORKS

Considerations of this paper belong to the field of resilient
network design that takes into account not only the nominal
condition of network operation but also scenarios when the
network capacity is not fully available. Below, we will briefly
discuss the work in this field related to two fundamental
problems dealt with in our paper: modeling of FSO transmis-
sion systems availability in adverse weather conditions, and
network optimization models taking into account the limited
availability of the capacity of network links.

A. FSO LINK AVAILABILITY UNDER ADVERSE

WEATHER CONDITIONS

Performance of an FSO system strictly depends on the type
of the selected technology, commonly IM/DD-based (Inten-
sity Modulation/Direct Detection) [36]. Design of terrestrial
FSO systems resilient to the background noise/attenuation
involves non-conventional solutions, where apart from ampli-
tude, also phase modulation is utilized. This is for example the
case for FSO systems considered in [36]. In such terrestrial
systems using the optical-intensity modulation techniques,
FSO transmission can be characterized by the IM/DD AWGN
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(additive white Gaussian noise) channel model. In most cases,
the intensity-modulated information is transmitted in discrete
periods that transform the terrestrial channel into a discrete-
time one. For example, in an urban areas considered in
Section V, FSO terrestrial systems realizing direct transmis-
sion within distances of several kilometers are exposed to
adverse weather conditions — mostly to fog (the Mie scat-
tering) and also partly rain and snow often leading to severe
attenuation of the optical signal, and thus also limiting the
available link capacity. In general, atmospheric turbulence
also causes fading, worsening the quality of the received
optical signal. Nevertheless, the used hereby multiple input
FSO systems [22] aim to significantly mitigate the effect of
turbulence which is neglected due to the need for additional
specific weather data for the area of Paris. Furthermore,
the evaluation of its influence is the subject of further work.

In general, the Mie theory is a complex but useful tool
to evaluate interaction between water droplets in the air and
the optical signal. In particular, assessment of the impact of
fog on FSO transmission is possible, for example through
applying the superposition principle for a given distribution
of fog particle size and the Mie theory [37]. However, weather
stations that measure the weather-related parameters in an
urban FSO network (such as temperature, density, humidity,
and the empirical visibility) are usually not equipped with
particle size analyzers [37].

Because of the complexity of the Mie analytical approach,
empirical models for calculating the Mie scattering attenua-
tion based on the notion of visibility (denoted by V) are often
applied. The most important models include those of Kim,
of Kruse and of Al Naboulsi [22], [38] for accurate evaluation
of optical attenuation, which, apart from the weather-related
factors, also depends on physical FSO link characteristics
such as wavelength and distance.

A comparison of the models by Kim, Kruse and
Al Naboulsi is presented in [38]. As stated in [22], the Kruse
model proposed for the visibility range reaching over 50 km
is mainly designed for a dense haze and its precision for fog
with V < 1 km is low. To address this issue, the Kim and
Al Naboulsi empirical models should be considered. In par-
ticular, the Al Naboulsi model is suitable for the wavelength
range between 0.69 and 1.55 mm and provides formulas
dedicated to maritime and continental fog. The disadvantage
of this model is the 1 km limit on the visibility parameter.
Similarly to the Kruse model, the Kim model covers the entire
visibility range and additionally provides high accuracy for
V < 1 km. A characteristic feature of the Kim model is
that if V < 0.5 km, the fog attenuation is non-wavelength
dependent [33]. Therefore, the Kim model is often considered
in the literature as the most accurate approach for determining
fog attenuation.

It should be mentioned here that the most general method
for evaluation of channel capacity is based on Shannon
information theory [39], and the efforts in finding solutions
to the problem of evaluating the information capacity of
the intensity-modulated FSO signals are presented in many
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research papers summarized for example in [40]. However,
methods of a straightforward calculation of the FSO sys-
tem capacity expressed in bits per second [bps] are hardly
available. This is because the IM/DD AWGN FSO channel
is characterized by peak, average and non-negativity con-
straints on the parameters specifying a given random variable
describing the input of a communication channel (related to
the optical power of a light source), which requires a different
approach [40].

Hence since the Shannon theory cannot be applied directly
for FSO systems, only the upper and lower bounds on the
available system capacity can be determined. In particular,
the upper bound on the FSO channel capacity can be calcu-
lated using a dual expression for the channel capacity [41],
or sphere-packing [42]. For the case of continuous random
variables used for input characterization, the lower bound can
be determined, using for example the expressions discussed
in [40]. Moreover, the case of the lower bound of the channel
capacity is examined for the capacity-approaching discrete
distributions. While, in general, the throughput is expressed
in bits per symbol [40], when considering the time domain,
metrics expressed in bits per second (bps) are well-suited for
the empirical analysis of FSO systems.

The complexity of the problem of determining accurate
upper and lower capacity bounds calls for introducing an
approximation method for determining the channel capacity
based on signal-to-noise ratio (SNR). As the maximum data
rates of commercially available FSO systems are expressed in
Gbps (e.g., 10 Gbps), derivation of the available link capacity
must be done without a direct use of the Shannon theory.
In fact, an important contribution of this paper is introduction
of an approximation method to evaluate the available link
capacity for IM/DD AWGN channels depending on the bit
error ratio (BER) expected for a given SNR [24].

A detailed derivation of the available FSO system capacity
based on the normalized SNR [43] and the corresponding
BER is introduced in Section III-C. The BER parameter is
of major importance for evaluating the available FSO system
capacity, as it allows for consideration of the influence of
all types of noise (for example background noise) and the
adverse atmospheric effects on the operation of optical wire-
less links. Although theoretical solutions for obtaining BER
values (applied in the current paper in terms of the on-off
keying (OOK) modulation) of various IM/DD FSO systems
are widely used and well defined in the literature [24], a rea-
sonable accuracy of BER estimation can be obtained only if
real measurement data are used.

Finally, we would like to mention that a method for evalu-
ating the fraction of the FSO link capacity lost because of an
unfavorable weather condition (with respect to the maximal
capacity realized in a good weather condition) is considered
in papers [44]-[46]. The method assumes that link capacity is
controlled by means of adjusting the modulation and coding
scheme (MCS) used in order to make it appropriate for the
current channel condition. Thus, when bad weather (like fog,
rain or snow) is observed, an appropriate MCS, allowing for
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an increased SNR threshold (but decreased bitrate), is applied
at the transmitter. In the method, a simple characterization of
the weather condition affecting a given link, namely the worse
of the two conditions observed at its end nodes is assumed for
all points along the link. A detailed description of the method
can be found in [47].

B. OPTIMIZATION MODELS

In general, the optimization part of this paper is devoted to
traffic protection in networks, the links of which are subject
to frequent capacity degradation. In particular, it applies to
optical wireless networks (like OWMNSs), where the links
are exposed to unfavorable weather conditions (e.g., fog)
that weaken the optical signals delivered to the receivers
and thus reduce the actual throughput provided by the
links.

As such, our investigations deal with the multi-state opti-
mization of multicommodity flow networks — an important
area of operations research.

However, although the research achievements in the
above-mentioned area include a wide set of optimization
models for a variety of network applications (see [48]-[50]),
they do not encompass the model introduced in this paper.
Our proposal examines the case where an operational net-
work, designed to handle traffic in clear weather, is expected
to efficiently protect the traffic against adverse weather condi-
tions described by means of a list containing link availability
states corresponding to typical situations characterized by
subsets of links that lose a fraction of their normal (maximal)
capacity realized when the transmitted optical signal is not
disrupted. To capture these features, the following opportuni-
ties are included in our model.

1) To make room for traffic protection under the con-
sidered conditions of reduced network capacity, it is
assumed that the operating FSO transmission systems
can be rearranged. Also, a set of additional systems can
be installed within some extra budget.

2) A special traffic routing and protection (TRP) mecha-
nism (a particular case of the so-called affine flow thin-
ning (AFT) mechanism) that ensures a quick response
to link capacity fluctuations is considered when the
rearrangement and extension of link capacity is opti-
mized.

3) The traffic volumes realized for individual demands
in the reduced-capacity states are maximized in a fair
manner.

These items, although clearly advantageous for the con-
sidered purpose, have virtually not been considered in the
literature. The reasons are as follows.

1) The models considered so far are focused mainly on
joint link capacity and routing optimization in order to
minimize the total cost of the links assuming that the
entire traffic specified in the traffic matrix is restored
in the states (called failure states in this context) other
than the normal state.
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2) Traffic routing and protection/restoration mechanisms
considered in optimization are either hardly imple-
mentable but traffic-efficient (unrestricted or restricted
flow restoration, or link restoration), or vice versa (path
diversity, hot stand-by).

3) Almost all models assume that in the failure states
the capacity of a link is either totally unavailable or
fully available. However, even such states (sometimes
referred to as shared-risk link groups—SRLG [51]) are
considered less commonly than the single-link failure
states, where only one link can be unavailable at a time.

4) Even when the requirement of 100% traffic protection
is relaxed, it is assumed that fractions of the demand
traffic volumes to be realized in the considered states
are predefined.

A detailed discussion of these issues can be found in the
monograph [50], the doctoral dissertation [48] and the arti-
cle [52].

Let us now summarize the works that share common ele-
ments with the optimization approach presented in this paper.
Like our model, the model presented in [53] (see also [54])
examines a network with given link capacities and traffic
flows and optimizes the amount of capacity to be released
on each link and used as protection capacity by the link pro-
tection mechanism. For this, the demand volumes specified in
the traffic matrix must be decreased, and this is done using the
max-min fairness concept. The main difference as compared
to our approach is that in [53], [54] only single-link failures
are assumed and that the assumed protection mechanism is
different.

Another relevant work is presented in [55], where a joint
link capacity and routing optimization problem is studied in
the context of microwave links, whose capacity is depen-
dent on the modulation and coding scheme and the channel
condition. The approach uses chance-constrained program-
ming with independent random variables characterizing link
availability (our approach uses an explicit description of
link availability states). The problem assumes static routing
and realization (with a given probability) of a given traf-
fic matrix in all states, thus considerably simplifying the
problem.

It is also worthwhile to mention that among the traffic
routing and protection/restoration strategies considered in
the literature, only unrestricted reconfiguration (also called
global rerouting — GR) is applicable in the partial multiple
link failure context considered in our model. This particu-
lar mechanism restores the demands traffic by establishing
path-flows from scratch in the surviving link capacity. This
feature makes GR virtually impractical due to excessive end-
to-end flow rerouting (and other reasons, such as erroneous
flow control decisions in the unforeseen weather states).
On the other hand, from the theoretical point of view GR is the
most efficient traffic restoration mechanism we can think of
and because of that can be useful for testing the efficiency of
other mechanisms, including TRP. An application of GR to a
joint link capacity and routing optimization problem relevant
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to the link availability state characterization used in our model
is studied in [45].

The two main elements of our optimization approach are
the use of the max-min fairness (MMF) principle for traffic
throughput maximization and the assumed routing and pro-
tection mechanism (TRP).

As far as the MMF principle and its applications in multi-
commodity network design are concerned, our investigations
are based on the material presented in [50] (Chapter 8) and,
in more detail, in [54], [56]. The assumed TRP mechanism
is a special case of the so-called affine flow thinning (AFT)
which is a variant of the general concept called flow thinning
(FT) originally introduced in [57].

FT is an active TRP mechanism, where the end-to-end traf-
fic demands are equipped with dedicated logical tunnels (for
example MPLS tunnels) whose maximal capacities are sub-
ject to thinning to respond to the fluctuations of the currently
available link capacities. In consequence, the instantaneous
traffic realized between the end nodes of the demands must
adjust to the current total capacity available on its dedicated
tunnels. FT can be viewed as an extension (to multiple partial
link failure scenarios) of a path diversity traffic protection
mechanism called demand-wise shared protection (DWSP)
proposed in [58] (see also [52], [59], [60]) that assumes
multiple total link failures. In DWSP, traffic flows using
currently unavailable links are deleted, and the remaining
path flows must be sufficient to meet the (possibly reduced)
traffic volumes given in the traffic matrix.

Let us note that FT is also related to a specific mechanism
called elastic rerouting [61].

The affine versions of FT are based on the idea intro-
duced in [62]. In AFT, the capacity of each tunnel is thinned
according to a tunnel-dependent flow thinning function —
an affine function whose arguments are the link availability
coefficients (recall that for a given link, such a coefficient
is the fraction of the maximal link capacity available in
a given link availability state). This makes AFT different
from the FT solution, where the tunnels can be thinned
in an unconstrained manner. Due to that, AFT becomes
feasible for potential implementations, and also applicable
to the states not foreseen when optimizing the parameters
of affine thinning functions. For a detailed description of
AFT and its implementation issues the reader is referred
to [57], [63]-[66].

Finally, let us observe that the FSO network optimiza-
tion model introduced and studied in this paper is based
on rigid problem formulations and exact solution algorithms
involving linear and mixed-integer programming methodol-
ogy underlying modern solvers. However, other approaches
can be thought of, first of all those based on heuristic meth-
ods that allow for extending the range of tractable problems
at the expense of limited capability of delivering globally
optimal solutions and, for that matter, also of approximate
solutions with a given gap. This kind of approach to FSO (and
other networks’) optimization can be found, for example,
in [67].
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IIl. EVALUATING THE DEGRADATION OF FSO LINK
CAPACITY IN ADVERSE WEATHER CONDITIONS

This section presents our approach to estimate the link avail-
ability coefficients «. In particular, the derivation of the
formula for this parameter is given in Section III-B, while
in Section III-C we describe our method used in this paper
to estimate the current capacity of FSO systems due to the
considered weather conditions, namely fog, rain and snow.

A. THE CONSIDERED FSO SYSTEM

The advances in FSO technology provide a wide spectrum of
commercially available products that are installed in various
urban access networks as well as backhaul and last-mile
communication links [11], and can be considered for WMNs
as well. For reasons of simplicity, the implemented FSO
transceivers are assumed in our paper to be properly aligned
and are based on Multiple Input Single Output (MISO)
architecture being a slightly improved version of Single
Input Single Output (SISO) architecture serving normally as
a benchmark for performance analyses [26]. In particular,
this type of architecture involving multiple transmitters (i.e.,
>4), allows for significant mitigation of atmospheric turbu-
lence [22]. Moreover, the utilized FSO transceivers are based
on Intensity Modulation/Direct Detection (IM/DD) scheme
consisting of internally modulated laser source with On/Off
keying (OOK) modulation as well as a receiver supporting
direct detection of the incident optical intensity [68]. Those
types of transceivers are easily realized even based on small
form-factor pluggable (SFP) devices that offer high data rates
of 10 Gbps. The basic concept of the utilized transceivers is
provided in Fig. 1. Furthermore, a general set of parameters
for FSO systems operating at 10 Gbps (at distances between
2.38 km and 12.65 km in the topology analyzed in our paper)
discussed, e.g., in [30], [69]-[71], are presented in Table 1.

Multiple input
| (VCSEL lasers) [=»|
transmitter

Data Modulation
generator (00K)

Optical
frontend

Data Single PIN (direct

St 1 Demodulation detection)

=——3p Transmitted signal
Received signal

FIGURE 1. A basic structure of the utilized FSO transceiver.

In particular, the used transceivers within the considered
urban FSO network are selected to operate at 10 Gbps The
operating wavelength is 1550 nm and the normalized electri-
cal SNR is assumed to be a fixed value of 45 dB independent
of the link distance. In order to achieve such performance
for all considered FSO scenarios, each system architecture is
designed in accordance with the FSO link distance. Consid-
ering the different lengths of FSO link (i.e., 2.38-12.65 km),
an example for a 10 km FSO link operating at 10 Gbps is
given in [70] and [71]. Moreover, a shorter link of 2.7 km
implemented in the architecture considered by us in this
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TABLE 1. Assumed FSO system parameters.

[ FSO parameter [ Min [ Max |
Link distance 2.38 km [ 12.65km
Number of transmitters >4
‘Wavelength 1550 nm
Transmitter Tx power 6 dBm 15 dBm

Tx optics (diameter) 6.5 mm 6.5 mm

Beam divergence angle 0.279 mrad | 0.1 mrad
Receiver Rx power -16 dBm -28 dBm

Rx optics (diameter) 50 mm 100 mm

Sensitivity -16 dBm -30 dBm
Other parameters | Data rate 10 Gbps

Tx core diameter (SMF) 8.2 um

Rx core diameter (MMF) | 105 um

paper (Fig. 1) is provided in [30], [70]. As discussed in
[30], [69]-[71], the parameters of all FSO systems should
be carefully tuned. In particular, the FSO transmitters imple-
ment vertical-cavity surface-emitting laser (VCSEL) operat-
ing at 1550 nm and supporting typical FSO optical power
of 4-15 dBm. Having in mind the used MISO architecture
with larger number of separate transmitters, the accumulated
optical power is boosted and eye-safety regulations should
also be considered. While in general, VCSELSs are low-power
lasers, much higher power can be generated with VCSEL
arrays at the expense of beam quality. Moreover, distributed
feedback laser (DFB) is also a well-suited alternative operat-
ing in the range between 0.8 um and 2.8 um with a few tens
of milliwatts [26]. In general, the used PIN photodetector,
converting the received optical signal into electronic signal is
characterized by a threshold between -30 dBm and —16 dBm
for a maximum BER of 1073, In case of larger distances, also
avalanche photodiode (APD) can be applied. Both APD and
PIN utilize germanium or indium gallium arsenide (InGaAs)
substrates when longer wavelengths up to roughly 1.7 um are
needed.

The applied MISO architecture leads to considerably facil-
itated arrangement with single frontend optics at the receivers
as well as multiple optics in the transmitter part. In particular,
the divergence angle of the transmitters is between 0.1 and
0.3 mrad and the frontend lens of the receiver is featured with
50-100 mm diameter [71].

In the proposed architecture, the normalized electri-
cal SNR is 45 dB (for all considered link distances of
2.38 km—12.65 km), which value can be enhanced with
changes of the transmitter and receiver technologies in
parallel to adjusting the frontend optics characterized by
divergence angle and lens diameter. However, using such
a predefined SNR value in our paper allows considering
a simplified model not requiring a detailed FSO link budget.

B. FORMULAS FOR FSO SYSTEM CAPACITY UNDER
ADVERSE WEATHER CONDITIONS

In general, the capacity available on a given FSO sys-
tem changes over time as it depends on the time-varying
BER, which, in turn, follows from the instantaneous SNR,
which is, in turn, characterized by the given level of signal
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attenuation (A). As presented in [38] and explained in the
introduction of this paper, the overall instantaneous attenua-
tion A of an FSO system due to atmospheric effects including
fog, rain and snow is composed of three components as shown
in the following formula

A=A +A" + 4%, 1)

where Af, A", A* denote attenuation (in [dB]) caused by fog,
rain and snow, respectively, observed at the receiver of a given
system. Note that in a given weather state, only one of these
three attenuation components can be greater than 0, which
means that fog, rain and snow exclude each other. A way of
calculating these values is described in Section III-C.

Attenuation A observed at the receiver of a given FSO
system is a major factor impacting the SNR measured in the
electrical domain. Following [43], the normalized variant of
SNR (that is SNR,, with its values expressed in [dB]) can be
specified as:

SNR, = SNR, — SNRy, — 2A 2)

where

o SNR;y;, is the SNR threshold value defined for scenarios
without the presence of free-space atmospheric effects
given by formula (3) being a function of photodetector
responsivity p, the noise intensity variance o> of the
AWGN channel model, and the required minimum opti-
cal power Py, for clear-air conditions [43]:

2
(p x f th) 3)
o
o SNR; is the SNR at the target (receiver) node for the
scenario of geometrical scattering (rain and snow) and
the Mie scattering (fog) attenuation expressed by the
formula:

SNRth -

(o x Pu)?

SNR, = (P x A)2 = SNRy x (P x AP (4)
o

where P is the power required for an acceptable quality
of transmission in the presence of atmospheric effects
(therefore P > Py,), while the other parameters in
formula (4) have the same meaning as in formulas (2)
and (3). Similarly to [43], the current analysis relies on
a simplified approach, where the quality of transmission
is characterized by means of SNR. In effect, the charac-
terization based on optical power P is omitted.

Since formula (2) uses the logarithmic scale in [dB],
subtraction of SNRy, from SNR; allows for confining the
analysis only to the atmospheric effects (without a detailed
consideration of the FSO system performance). Following
the fact that FSO systems are characterized by the target
electrical SNR; of up to 60 dB [7], the difference between
SNR; and SNRy, for adverse weather conditions can be sub-
stituted by a constant value, e.g., of 45 dB in the electrical
domain which corresponds to the value 22.5 dB in the optical
domain extracted from figure 1 presented in [72] in the case
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TABLE 2. BER performance of a typical terrestrial IM/DD FSO system based on OOK modulation concerning the Mie scattering (fog) from [30].

Parameter Month of the year
January | February March April May June July August Sept. October Nowv. Dec.
BER 4.4E-11 1E-12 1.7E-11 | 6.6E-14 | 2.5E-11 | 6.5E-12 | 4.4E-13 | 2.3E-13 | 7.9E-12 | 2.3E-11 1.7E-11 1.7E-11
Capacity [%] | 83.06% 99.88% 90.65% 100% 99.97% | 99.38% | 99.96% | 99.97% | 97.23% | 94.05% | 81.07% | 79.52%
BER = 107! and OOK modulation. (The relation of the 1 ‘ ‘ N
SNR values in optical and electrical domains is explained 09 ==
in [73].) In general, the selected value of the electrical SNR - 08 . — BER 110
equal to 45 dB corresponds to the highest operational SNR of o7 o
. . L2
a standard IM/DD system operating with OOK. Therefore, 5 06 !
formula (2) can be rewritten as follows: éo.s - " 100 W
o4l
SNR, = 45 — 2A [dB]. Q) K ! 1108
© 03 1
The value of SNR, has, in turn, a direct impact on the bit £ 02 ,' J g0
error ratio (BER) of an FSO system. As BER is expressed in 04 | l

anon-logarithmic scale, the transformation of the normalized
SNR,, in [dB] into its SNR,, counterpart in the non-logarithmic
scale [73] is applied as follows.

SNR!, = 105NRa/10, (6)

Assuming
o the AWGN channel model
« the fixed pulse detection threshold of 0.5 (a standard
assumption for binary transmission channels for equally
distributed symbols with probability 0.5),
the value of BER can be obtained for most of the commercial
FSO systems implementing the IM/DD technique combined
with on-off keying — non-return to zero (OOK-NRZ) modu-
lation [73] using the formula:
/ /
BER = lerfc <%> , @)
2 242
where erfc is the error function (i.e., the Gauss error function).
Based on the concept described in [68] for the packet
error rate, the capacity ¢ of a given link for a given BER is
calculated as follows:

k
¢ =¢x (1 — BER)™aM ®

where ¢ is the nominal capacity of an FSO system (data rate),
k is the number of bits of the transmitted packet, and M is
the order of Pulse Position Modulation (where M = 2 for
the OOK modulation assumed in this paper). A typical FSO
packet size k for the Ethernet protocol is 512 bits (64 bytes),
but it can reach up to 12,176 bits (1522 bytes). The analysis
presented in this paper is done for k = 512 bits.

Finally, the link availability coefficient a(A) referring to
the degradation of the capacity of an FSO system is defined
as given in the following formula.

w(A) = S = (1 — BER)®:W | 9)
C

Fig. 2 presents the values of BER (calculated for a realistic
value of the electrical SNR = 45 dB) and the related normal-
ized link capacity (parameter « = ¢/¢) as a function of the
atmospheric optical attenuation.
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FIGURE 2. Link availability coefficient « and BER as a function of the
overall atmospheric optical attenuation ratio.

Table 2 presents an example of the average monthly values
of BER and the available link capacity for an IM/DD system
operating under typical continental European weather condi-
tions in Austria from [30].

C. CALCULATION OF ATTENUATION ALONG A LINK
Suppose that a set of M measurement points (called M-points)
representing weather stations is available in the considered
network area. The network area is represented by a rectangle
in the first quadrant of the coordinate system with one of the
vertices placed at point (0, 0). These M-points will be indexed
with m = 1,2,...,M and identified by the coordinates
x(m), y(m). We assume that the M-points keep track of the
basic parameters characterizing the fog, rain and snow (and,
for that matter, that these parameters are stored in a database).
The parameters in question are visibility (V for fog, in [km]),
and precipitation rate (¢ for rain and ¥ for snow, both in
[mm/hl).

Moreover, we assume that for any point (x,y) of the
considered rectangle we can reasonably estimate (by means
of some calculation procedure) the values of parameters
V, @, ¥ observed at (x,y) corresponding to the values of
these parameters measured at the M-points (clearly, when
(x,y) happens to coincide with an M-point, then the esti-
mation must provide the actual values). Note here that for
the 