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Abstract: One of the most important elements during photogrammetric studies is the appropriate
lighting of the object or area under investigation. Nevertheless, the concept of “adequate lighting” is
relative. Therefore, we have attempted, based on experimental proof of concept (technology readiness
level—TRL3), to verify the impact of various types of lighting emitted by LED light sources for scene
illumination and their direct influence on the quality of the photogrammetric study of a 3D urban
mock-up. An important issue in this study was the measurement and evaluation of the artificial light
sources used, based on illuminance (E), correlated colour temperature (CCT), colour rendering index
(CRI) and Spectral power distribution (SPD) and the evaluation of the obtained point clouds (seven
photogrammetric products of the same object, developed for seven different lighting conditions).
The general values of the quality of the photogrammetric studies were compared. Additionally, we
determined seventeen features concerning the group of tie-points in the vicinity of each F-point and
the type of study. The acquired traits were related to the number of tie-points in the vicinity, their
luminosities and spectral characteristics for each of the colours (red, green, blue). The dependencies
between the identified features and the obtained XYZ total error were verified, and the possibility of
detecting F-points depending on their luminosity was also analysed. The obtained results can be
important in the process of developing a photogrammetric method of urban lighting monitoring or in
selecting additional lighting for objects that are the subject of a short-range photogrammetric study.

Keywords: LED; light; mock-up; SfM; artificial lighting; light pollution; F-point; tie-point; urban
lighting; artificial light at night (ALAN); 3D urban lighting mock-up; CRI; CCT; SPD; photogrammetry

1. Introduction

Difficult lighting conditions constitute a challenge for photogrammetry. The principles
of taking photogrammetric images often includes the fact that the developed object(s)
(regardless of its position, either inside or outside the building) should be illuminated
evenly, which may turn out to be a difficult task. Depending on the type and objective of
the photogrammetric study, an experienced specialist adapts the measurement time to the
lighting conditions [1] or provides artificial lighting to the scene, thereby minimising the
negative impact of the existing light on the reconstruction.

The concept of lighting in photogrammetry is complex and can be considered in terms
of many aspects. The first lighting group, which encompasses the vast majority of cases,
includes full complete illumination of the selected object using “white” light, with the
wavelength range between 380 and 720 nanometres. In this case, the scene is illuminated
with standard “white” light [2–6] with the aim of producing the object’s complete geometry.
The second group includes those in which an additional illumination type is aimed at
producing or highlighting the object’s special features. This often involves the use of a
selected and precise range of electromagnetic waves [7–9]. The third group includes studies
in which the object or full scenes are recorded using the existing lighting. These include, for
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example, night-time photogrammetric studies [10–12]. Night-time aerial photogrammetry
(at low and high level) is an important tool that enables artificial lighting monitoring [13,14].
This way, the obtained typical photogrammetric products, such as 3D models, point clouds
and orthophoto maps, provide information not only on the object’s geometry, but also
on the relative luminosity, which is very important in the protection against artificial
light pollution [15,16] which has a negative influence on human health, and on fauna and
flora [17–21].

In photogrammetry, a well-illuminated scene is the primary condition that affects the
entire process of the end product’s generation. It affects the detectability of F-points (a
point identified in the image with known x, y, z coordinates), matching, aero-triangulation
(is the process of assigning ground control values of points on a block of photographs by
determining the relationship between the photographs and known ground control points)
or image mosaicking [22]. For this reason, conducting night-time studies for artificial
lighting monitoring purposes is difficult for some objects and lowers the quality of the study,
but mainly of the accuracy of geometric representation [11]. Due to the above, we posed the
question that was then deemed as the research question. What is the impact of the scene’s
lighting colour and intensity on the accuracy of a photogrammetric study? Consequently,
the main objective of this paper is to analyse the accuracy of photogrammetric studies
in various lighting conditions. When specifying the main objective, this paper verifies
the following:

• the general quality of study depending on the scene lighting type. The studied scene
was illuminated with white (warm, cold, neutral), red, green, blue light and without
additional lighting,

• the dependency between the detectability of F-points and the features that determine
the luminosity of F-point discs,

• the dependency between the F-point’s XYZ total error and the features that determine
the luminosity of F-point discs,

• the dependency between the number of tie-points (point of the analysed object, pre-
sented in two or more images) in the F-point’s vicinity and the features that determine
the luminosity of F-point discs.

The results of this work can be the basis for planning the distribution of F-points when
it is impossible to manipulate additional lighting (as in the case of studies conducted with
the purpose of monitoring external artificial light at night—ALAN) or to select or change
the artificial lighting of objects constituting the subject of the study. It must be noted that
the quality of a photogrammetric study is affected by many factors, the specific division
of which can be found in paper [23]. The most important factors include: object shape
and colour [24,25], image quality [26], used software, methods [22,27], used sensors [28],
accuracy of support systems [29–32] and data fusion methods [33–35], sensor orientation [1]
or even the sensor’s temperature [36]. In this study, we focus only on the illumination of
3D urban mock-up lighting scene(s).

2. Materials and Methods
2.1. Research Procedure and Metrics

A uniform research procedure was developed to analyse the accuracy of photogram-
metric studies in various lighting conditions. The following constants were assumed: test
object (mock-up), F-points’ location, measurement equipment (camera, total station), expo-
sure settings and external orientation elements for each scene. Only the scene’s lighting
conditions varied during the tests. This procedure will allow for the determination of the
impact of artificial lighting on the object’s reconstruction.

For the purpose of these tests, the analysis of the accuracy of photogrammetric studies
conducted at variable lightings featured the extraction of tie-points from the F-points’
vicinity, so that the selected tie-point lies in a square with its centre in the F-point and

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Energies 2021, 14, 8002 3 of 27

sides orientated parallel to the X and Y axes, which can be recorded using the following
condition:

XFpn − 0.01m < xtpk < XFpn + 0.01m (1)

YFpn − 0.01m < ytpk < YFpn + 0.01m (2)

where: Fpn is the n-th F-point with coordinates expressed using the local coordinate
system XFpn , YFpn , ZFpn and tpk is the k-th tie-point with coordinates xtpk , ytpk (ztpk —this
coordinate was omitted in this case).

The entire procedure is presented in Figure 1.
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Figure 1. Principles of procedure during the point clouds’ analysis.

A separate file was saved for all F-points and each type of study, featuring data on
the points in the vicinity, including the coordinates and values determining its colour: R
(red), G (green) and B (blue). The data will be used in the further analytical process. The
following features were determined for each extracted set:

• NT-p—number of tie-points, it is the number of the tie-points extracted from the
vicinity of the studied F-point.

• MeanL1—mean luminosity type 1, designated for all extracted tie-points; the luminos-
ity for a single tie-point was designated with the following formula (3):

L1tpk =
R + G + B

3
(3)

where R, G and B are the values of the spectral responses recorded by the digital camera
for the given point.

• MeanL2—mean luminosity type 2, designated for all extracted tie-points; the luminos-
ity for a single tie-point was designated with Formula (4) [37,38]:

L2tpk = 0.21R + 0.72G + 0.07B (4)

where R, G and B are the values of the spectral responses recorded by the digital camera
for the given point.
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For the purpose of the study’s statistical assessment, typical statistical parameters
were determined, such as the following maximum values:

• MaxL1—maximum luminosity type 1,
• MaxR—maximum spectral response R recorded by the digital camera for the given

points,
• MaxG—maximum spectral response G recorded by the digital camera for the given

points,
• MaxB—maximum spectral response B recorded by the digital camera for the given

points,

Minimum values:

• MinL1 is the minimum luminosity type 1;
• MinR is the minimum spectral response R recorded by the digital camera for the given

points;
• MinG is the minimum spectral response G recorded by the digital camera for the given

points;
• MinB is the minimum spectral response B recorded by the digital camera for the given

points;

Mean values:

• MeanR is the mean spectral response R recorded by the digital camera for the given
points;

• MeanG is the mean spectral response G recorded by the digital camera for the given
points; and

• MeanB is the mean spectral response B recorded by the digital camera for the given
points.

Standard deviation, median and mode:

• StdL1 is the standard deviation of luminosity type 1;
• MedianL1 is the median of luminosity type 1; and
• ModeL1 is the mode of luminosity type 1.

2.2. Impact Coefficients and Correlation Assessment

The assessment of the impact of the tested parameters of the study’s accuracy featured
the use of the Pearson correlation coefficient [39,40], which is widely used for the purpose
of data classification [41], comparison [42,43] and in seeking their dependencies [44]. The
use of the Pearson’s linear correlation coefficient was motivated by several reasons:

• the possibility of its use (minimum requirement: two compared variables were deter-
mined at least on the interval scale, and, in our case, on the ratio scale);

• the prevalence of this coefficient in photogrammetric analyses (it enables a larger
group of recipients to understand the results of the relationships here presented); and

• a visual assessment of the figures (e.g., graphs representing the data) showing (in
many cases—where it was noticed) a linear relationship.

Consequently, the following criteria and values were adopted:

• Perfect (coefficient value is near ±1);
• High (coefficient value lies between ±0.50 and ±1);
• Medium(coefficient value lies between ±0.30 and ±0.49);
• Low (coefficient value lies between 0 and ±0.29); and
• No correlation (coefficient value is near 0).
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The Pearson correlation coefficients were designated between the XYZ total error
elements’ matrices (MXYZTE) and the matrix of the number of tie-points in the vicinity
of the F-point (MNTp), and other matrices of the tested indices, such as: MNTp, MMeanL2,
MMaxL1, MMinL1, MMeanR, MMaxR, MMinR, MMeanG, MMaxG, MMinG, MMeanB, MMaxB and
MMinB. The calculations did not feature the data on the undetected F-points. The matrices
of the tested coefficients were developed according to the following formula:

Mcoe f =


e1.1 e1.2 . . . e1,7
e2.1 e2.2 . . . e2,7

...
...

...
e19,1 e19,2 . . . em,n

 (5)

where: Mcoe f is the matrix of the tested index (coef), em,n index for the m-th F-point and
n-th lighting case (n = 1 for dark case, n = 2 for warm case, n = 3 for cold case, n = 4 for
neutral case, n = 5 for red case, n = 6 for green case and n = 7 for blue).

The above listing of indices in the form of a matrix enables further analyses through
the division into vectors. The division of the matrix into vectors through the isolation of
lines (m) allows for obtaining a set of data for particular points, whereas the division of the
matrix into vectors through dimension n allows for obtaining a set of data for analysing
each type of lighting.

The procedure described in this section allows for the determination of the depen-
dencies between the detected F-points and the quality and colour values of the adjacent
tie-points, thereby leading to the achievement of the paper’s objective.

2.3. Object of Analyses

A mock-up, with the dimensions of 1.0 × 1.5 m and presenting a 3D urban fragment
in the NTS scale, including elements, such as roads, buildings, greenery, water, was
developed for the purpose of these tests. The materials used for the mock-up were as
follows: styrofoam, wooden sticks, paper cups, coloured paper, brick fragments, gravel,
small stones, small cardboard boxes, adhesive tapes, spray paints and glue. The mock-up
was fitted with F-points in the form of dedicated discs, used for the purposes of the Agisoft
Metashape software (Figure 2). The distribution of the discs on the mock-up is presented
in Figure 3. The mock-up was stabilised and placed in a room of the Gdansk University of
Technology’s Faculty of Civil and Environment Engineering building.
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2.4. Hardware and Software

The tests were conducted using photographic equipment, surveying equipment,
measurement devices, additional lighting sources, the mock-up as well as photogrammetric
and analytical software. This section presents the basic information about the research
tools used. Table 1 presents abbreviated information about the tools used.

Table 1. List of tools (hardware and software) used during testing.

Type Model Purpose of Use

Total Station Leica TCRP 1201 measurement of the F-points’ x, y, z coordinates

Camera Nikon D5300 with the Nikkor AF-S 50 mm lens image acquisition

Spectrometer UPRtek MK350D measurement of the additional light sources’
photometric values

Additional Light Sources LED SPECTRUM SMART 13W E27 LEDR
GBW mock-up illumination

Software
Agisoft Metashape Profesional photogrammetric elaboration

Matlab R2020b analytical elaboration

The F-points’ coordinates were measured using a specialized Total Station Leica
TCRP 1201 (Leica Geosystems, Heerbrugg, Canton St. Gallen, Switzerland) [45–49]. Leica
TCRP 1201 is a device that allows the determining of the position of points in a local
coordinate system.

The Nikon D5300 camera (Nikon Corporation, Chiyoda, Tokyo, Japan) with thae
Nikkor AF-S 50-mm lens was used to capture the images. The camera offers a CMOS
matrix with the dimensions of 23.5 × 15.6 mm and 24.78 million pixels.
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The parameters of the scene’s additional lighting sources were measured using a
UPRtek MK350D spectrometer (United Power Research Technology Corporation, Zhunan
Township, Taiwan) along with dedicated uSpectrum MK350D software. The device is
commonly used in commercial and scientific work [50]. The spectrometer is a small and
handy device, weighing 70 g. It features a built-in CMOS Linear Image Sensor. It can
measure electromagnetic waves in the visible spectrum of 380 to 780 nm with a wavelength
data increment of 1 nm, spectral bandwidthof approx. 12 nm (half bandwidth) and a
wavelength reproducibility of ±1 nm. The lx measurement range for this Spectrometer
is 70 to 70,000. Thanks to this device, it was possible to determine the following lighting
parameters: illuminance (LUX), correlated colour temperature (CCT), colour rendering
index (CRI, Ra)/R9, spectral power distribution (SPD) mW/m2, peak wavelength (λp) [51].
The measurement accuracies in terms of %error were: illuminance accuracy—illuminant A
@ 2856 K at 20,000 lx ± 5%, CCT accuracy—alluminant A @ 2856 K at 20,000 lx ± 2%, CRI
accuracy @ Ra—illuminant A @ 2856 K at 20,000 lx ± 1.5%.

The tested scene was illuminated using low-budget diffused light sources: LED
SPECTRUM SMART 13W E27 LED RGBW [52] with an effective luminous flux of 1500 lm
and wide-beam angle of 210 degrees. The devices enable remote colour manipulation using
a mobile application installed on a smartphone. Each light source consisted of 4 red LEDs,
4 green LEDs, 4 blue LEDs, 30 warm white LEDs and 30 cool white LEDs (Figure 4).
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The Agisoft Metashape Profesional software (Agisoft LLC, St. Petersburg, Russia)
was used to develop the collected data (images along with the F-points’ coordinates).
The software is one of the most popular programs used in photogrammetry (mainly in
short-range photogrammetry) [53]. Aside from standard functionalities (photogrammetric
triangulation [27], digital surface/digital terrain model generation [54,55], georeferenced
orthomosaic generation [56,57], 3D model generation and texturing [58]), it enables the
use of Python and Java APIs, which allow for adapting the software to the user’s needs,
often dictated by its use for specialist analyses by scientists in the photogrammetry and
teledetection fields [23,59,60].

Matlab (The MathWorks, Inc., Natick, MA, USA) was used in the analysis of the
output data obtained from the Agisoft Metashape Profesional (accuracy data, generated
point clouds). The program allows for conducting complex mathematical analyses and the
plotting of results in various types of plots. The program is widely used by scientists from
various fields [61–63], including photogrammetry [64,65].
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2.5. Data Acquisition

The measurement station was placed in the prepared laboratory. Figure 5 presents the
layout of the station’s basic elements.
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The camera station was positioned manually every time while maintaining 50%
longitudinal coverage and 50% transverse coverage. A series of images were taken at 100%
of the LED light output after the position selection, camera placement and stabilisation at
the target position. Each image taken in a series featured a lighting change in the sequence
specified in Table 2.

Table 2. Sequences of used lighting.

Sequence
Number (n) Sequence Name Lighting Parameters:

E, CCT, CRI, λp Description

1 DARK see Table 3 no artificial lighting
2 WARM see Table 3 illumination using “white” light commonly known as warm
3 COLD see Table 3 illumination using “white” light commonly known as natural
4 NEUTRAL see Table 3 illumination using “white” light commonly known as natural
5 RED see Table 3 illumination using red light
6 GREEN see Table 3 illumination using green light
7 BLUE see Table 3 illumination using blue light

Table 3. Photometric values of the LED light sources.

Warm Cold Neutral Red Green Blue

E [lx] 28,750 28,580 29,160 306 911 334
CCT [K] 3066 5961 4383 0 7841 0
CRI [Ra] 83.65 87.20 88.35 0.00 0.00 0.00
λp [nm] 603 455 454 635 520 454

After the last image in the series was taken, the camera position was changed and
the process was repeated. Capturing entire test area involved taking 43 images with
maintenance of the dedicated coverage. Each image was taken at fixed exposure parameters:
diaphragm f/4, exposure time 1/20 s, ISO-400.

Seven complete data sets were obtained for the photogrammetric study as result of the
procedure specified above. All images were saved in .jpg format. Based on the scientists’
experience [66], it was concluded that the use of compressed images would not significantly
lower the study’s quality.

The station intended for the tachometric measurement of the F-points located on the
mock-up was positioned close to the object. The tripod was placed on the laboratory’s stable
floor. The measurements covered each F-point and coordinates x,y,z in the local system.

The detailed specification of the used LED light sources was provided based on the
measurements. The spectrometer measurements were conducted in the laboratory, in a
completely darkened room, at a distance of 15 cm. The spectrometer was aimed directly at
the light source with 100% light output. The spectrometer sensor was positioned in the
LED light source’s axis. The measurements featured the designation of the most specific
lighting parameters used while designing external illuminations [67–69], such as:

• illuminance (E)—entire luminous flux falling on a surface unit;
• correlated colour temperature (CCT), used in the specification of white light sources to

describe the dominant colour tone from warm (orange), through neutral, to cold (blue);
• colour rendering index (CRI), ability of a light source to provide the most faithful

representation of the surface’s colours when compared to the reference light source
(usually incandescent source). The CRI range is 0 to 100. The higher the CRI, the better
the representation of the illuminated objects’ colours;

• spectral power distribution (SPD) describes the power per surface unit per the light-
ing’s wavelength unit (radiation efficiency); and

• peak wavelength (λp), the wavelength for which the highest peak in the light’s spectral
specification is obtained.
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The measurement results are presented in Figure 7 and Table 3. The same source
settings were used to illuminate particular scenes.
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3. Results

The data collected during the laboratory studies served for the development of 7 sets
of typical photogrammetric products. The results were developed using the commercial
software Agisoft Metashape ver. 1.5.1. The mock-up’s visualisation for each set is presented
in Figure 8.
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3.1. Photometric Values of the Illuminated Scenes

Based on the conducted measurements, it must be stated that the greatest vertical
illumination was obtained in scenes with a continuous spectrum NEUTRAL (29,160.8 lx).
By contrast, the lowest illumination was obtained in the scene illuminated with RED
(306.4 lx).

The highest CCT for white light with a continuous spectrum was recorded for the
COLD scene (5961 K), while the lowest was obtained fromthe WARM scene (3066 K). In
the case of monochromatic light, i.e., BLUE and RED, the CCT was 0 Kelvin. As can be
concluded from the measurements that the GREEN scene was not characterised by a clear
monochromatic green light. For this scene, the CCT was not 0, but 7841 K.

The greatest ability to provide the most faithful representation of the surface colours
(CRI) was recorded for the NEUTRAL scene, for which the CRI was 88.35. The RED,
GREEN and BLUE scenes demonstrated no ability to provide a faithful representation of
colours. For these scenes, the CRI was 0.

An analysis of the tested lighting spectrum (Figure 7) demonstrated that the WARM,
COLD and NEUTRAL scenes featured a continuous spectrum, in the visible light range of
380–780 nm. In the used LED light-source technology, white light was obtained by mixing
adequate ratios of light from particular red, green and blue LED diodes and adding warm
white LEDs or cool white LEDs. In order to obtain warmer light, the radiation intensity of
the blue LED diode (blue spectrum range) was reduced, which can be easily observed in
the plot (Figure 7) for the WARM scene (wavelength 450 nm).

For the RED scene, the light was monochromatic and featured a discontinuous spec-
trum. On the other hand, in the GREEN scene, the source included not only the value
from the green range, but also a small portion of the red range (wavelength 620–650 nm).
This may evidence the not entirely monochromatic specification of the green LED diode in
the source or imprecise GREEN settings for the source, where the LED source’s internal
software provided a low current intensity to the red LED diode. The same phenomenon
was observed for the BLUE scene. In these settings, the green LED diode interfered with
the purely monochromatic lighting specification. This interference is negligibly small, i.e.,
below 0.05 of relative intensity. Due to the negligibly low relative intensity, it is possible to
state that the used coloured lighting was monochromatic.

The peak light wavelength for the WARM scene was 603 nm, while for the COLD
scene, 455 nm, and for the NEUTRAL scene, 454 nm. In the case of coloured light, these
values were 635 nm, 520 nm, 545 nm for the RED, GREEN and BLUE scenes, respectively.

3.2. Overall Study Results

The overall results presented in this section are derived from the part of activities
performed using the photogrammetric software and the generated reports. The study’s
basic data is presented in Table 4. As demonstrated by the analysis of the results, in the
case of the “Dark” study, one image was not taken into consideration in the calculations,
which narrowed the study area. This data loss did not occur in cases where the scene
was additionally illuminated. Moreover, in the case of the study conducted without addi-
tional illumination, the recording height designated by the program differed substantially
(~5 cm), while in subsequent scenes the values were similar. The case is similar for the
reprojection error, XY error and XYZ total error values. There were substantial differences
in the quantities of Tie points and projections. In the case of the white light illumination, the
quantities were several times higher than in cases illuminated with coloured (monochro-
matic) lighting. There are also differences in the number of detected F-points, depending
on the study type.
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Table 4. Summary of conducted studies.

Parameter Name Dark Warm Cold Neutral Red Green Blue

Number of images: 43 43 43 43 43 43 43
Recording altitude [m]: 1.30 1.35 1.34 1.35 1.33 1.33 1.34

Ground resolution [mm/pix]: 0.1000 0.0994 0.0992 0.0993 0.1000 0.0996 0.0997
Coverage area [m2]: 2.00 2.43 2.44 2.43 2.22 2.32 2.36

Camera stations: 42 43 43 43 43 43 43
Tie points: 24,582 128,221 132,876 129,253 43,204 60,716 40,351

Projections: 58,154 317,335 331,564 330,151 98,604 142,292 96,208
Reprojection error [pix]: 0.926 0.611 0.601 0.586 0.649 0.663 0.654

Number of detected F-points: 16 18 18 18 13 18 16
XY error [cm]: 0.28 0.10 0.11 0.11 0.14 0.14 0.17

XYZ total error [cm]: 0.80 0.28 0.33 0.31 0.36 0.38 0.29

Table 5 presents the XYZ total error values for the F-points in all cases. The data was
used for further analyses. If a given F-point was not detected by the software’s algorithm,
the error value in the table was marked as NaN. The greatest errors are noticeable in the
DARK study, where the XYZ total error exceeded the limit of 1.00 cm three times. In
one case, it even amounted to 1.70 cm (F-point 32). For other studies, the limit of 1.00
cm was only exceeded once (COLD—F-point 30). The XYZ total error usually did not
exceed 0.50 cm.

Table 5. XYZ total error values depending on the F-point and study type.

XYZ Total Error (cm)
Number of Cases with

F-PointF-Point
Type of Case

Dark Warm Cold Neutral Red Green Blue

2 1.14 0.14 0.16 0.17 0.20 0.20 0.17 7
3 0.40 0.08 0.08 0.06 NaN 0.11 0.05 6
4 0.21 0.07 0.08 0.08 NaN NaN NaN 4
5 1.13 0.13 0.15 0.16 NaN 0.18 NaN 6
6 0.31 0.43 0.45 0.45 0.41 0.42 0.38 7
8 0.07 0.09 0.10 0.11 NaN 0.15 NaN 5
9 0.61 0.13 0.14 0.14 0.32 0.27 0.24 7
10 0.32 0.43 0.41 0.41 0.06 0.40 0.05 7
11 0.95 0.13 0.14 0.15 0.21 0.21 0.24 7
12 0.43 0.16 0.16 0.15 0.40 0.25 0.29 7
13 NaN 0.23 0.26 0.27 0.50 0.43 0.31 6
14 0.54 0.17 0.20 0.19 0.18 0.30 0.16 7
15 0.68 NaN NaN NaN NaN 0.95 0.48 3
20 0.94 0.31 0.34 0.33 0.39 0.52 0.43 7
22 NaN 0.17 0.18 0.18 0.15 0.16 0.24 6
23 0.94 0.30 0.32 0.33 NaN 0.41 0.08 6
30 NaN 0.76 1.01 0.89 0.13 0.20 0.11 6
32 1.70 0.16 0.17 0.16 0.62 0.35 0.38 7
36 0.68 0.28 0.30 0.26 0.57 0.48 0.47 7

Another list (Table 6) presents the lighting intensity (E), correlated colour tempera-
ture (CCT) and colour rendering index (CRI) used for the scene’s illumination along with
the data on the number of tie points, projections, luminosity of the entire tie-point cloud
(MeanL2 CP), as well as internal camera orientation and distortion parameter designa-
tion errors.
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Table 6. Overall data characterising the LED light source, including the study’s geometric specification data.

Dark Warm Cold Neutral Red Green Blue

E [lx] - 28,750 28,580 29,160 306 911 334
CCT [K] - 3066 5961 4383 0 7841 0
CRI [Ra] - 83.65 87.20 88.35 0.00 0.00 0.00

Tie points [-] 24,582 128,221 132,876 129,253 43,204 60,716 40,351
Projections [-] 58,154 317,335 331,564 330,151 98,604 142,292 96,208
MeanL2 CP [-] 21.3 113.0 120.2 118.8 28.4 62.5 31.7

F error [pix] 57 8.3 7.6 7.6 22 15 19
Cx error [pix] 63 11 9.3 9.4 35 21 27
Cy error [pix] 62 11 9.9 10 32 22 26

B1 error 5.6 1.5 1.3 1.3 3.8 2.7 3.3
B2 error 5.3 1.4 1.3 1.3 3.2 2.4 3
K1 error 0.00330 0.00070 0.00064 0.00065 0.00160 0.00120 0.00140
K2 error 0.07300 0.02000 0.01800 0.01900 0.04300 0.03300 0.03700
K3 error 0.66000 0.19000 0.17000 0.17000 0.39000 0.30000 0.34000
P1 error 0.00074 0.00008 0.00007 0.00007 0.00026 0.00015 0.00020
P2 error 0.00069 0.00007 0.00006 0.00007 0.00023 0.00014 0.00018

An analysis of the above list showed that the differences in the focal point F values are
substantial. As demonstrated earlier by Zhou et al. [70], the focal point F designation error
translates into the study’s geometry. In the discussed cases, the focal point F designation
error is even approximately seven times greater for a dark, unilluminated scene than in
studies where various types of white light were used. If the scene was illuminated with
coloured LED light with a continuous light spectrum of lower intensity, the error was only
two to three times higher. It is important to note that the higher the white light intensity,
the lower the internal orientation and distortion parameters designation errors. Regardless
of the number of tie points and projections, MeanL2 CP maintains an inverse dependency.

The CRI index demonstrated the highest values for the continuous white light. As
can be noted in the case of the COLD and NEUTRAL studies, where the CRI was 87.20 Ra
and 88.35 Ra, respectively, the internal orientation parameters designation errors were
lower than in the case of the WARM study, where the CRI was 83.65 Ra. The number
of tie points and projections demonstrates the desired higher values for the COLD and
NEUTRAL studies. It is possible to make a preliminary conclusion that the light sources
used for the scene’s illumination should have their CRIs approach 100 Ra, thereby enabling
the maximum extent of representation of the natural colours of the recorded objects and
minimisation of the study’s geometric errors. In consequence, the E and CRI values
constitute important parameters that must be taken into account during the selection of
a scene’s artificial lighting. It must be noted that, at a high light intensity, many non-
monochromatic light sources provide good colour representation, therefore, the E and CRI
values are not as impactful on a study’s geometry. However, at low light intensity, light
sources usually do not provide a good representation of colours, therefore it is useful to
minimise these values.

In terms of CCT, no dependency between this parameter and the parameters charac-
terising the study’s geometry was observed.

3.3. Analysis of the F-Points’ Detection Ability

In the preliminary stage of the detailed analysis, after obtaining the tested features for
all F-points, their values were compared in the form of plots presented in Figure 9.
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N—neutral, R—red, G—green, B—blue).

As can be noted, the points can be divided into two groups. The first group includes
points that, regardless of the case, have comparable results in terms of the obtained features
(F-points no. 3, 4, 12, 14). The other group includes points with substantial differences
in their features (F-points no. 2, 5, 9, 10), depending on the case. When analysing the
position of the selected points, it is possible to state that the first group includes fewer
illuminated points, while the second group includes points with better exposure to the
used additional artificial light (Figure 9 presents the complex specification and relation of
the values presented in the plot). This fact confirms that the analyses of the ability to detect
F-points and dependencies between the XYZ total error, number of tie-points, features
specifying the luminosity and colour of the F-point’s vicinity are absolutely reasonable.

In order to further verify the ability to detect F-points depending on the defined
features, suitable plots representing the F-points’ feature values along with information on
whether the point was detected (blue square with a red cross) or not detected (empty blue
square) were developed. The plots are presented in Figure 10. The sequence of the F-points
in the presented plots depends on the size of the tested feature.

The plots presented above (Figure 10) demonstrate that the distribution of F-point
detection results was least random for the MeanL2 feature. This points to the fact that
F-point detection depends mostly on this feature. Other features did not demonstrate such
a strong dependency.

Analogous comparisons for features related to the values recorded by the camera’s
matrix, i.e., the spectral response for the red, green and blue colours, are presented below
(Figures 11–13).
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It is possible to note, in the above plots, that the highest number of undetected F-
points (empty squares) occurred when the objects were recorded in the blue colour range
(Figure 13). It is impossible to state which of the parameters (MeanB, MaxB, MinB) was
more or less dependent. When recording objects in the red colour range (Figure 11),
it is possible to pinpoint several points with high MeanR, MaxR and MinR values for
the F-points that were not detected. Nevertheless, most undetected F-points are rather
characterised by very low values of the features. The most clustered undetected F-points
can be found in Figure 12, in the case of recording the objects’ spectral response in the green
colour range. Here, it is possible to pinpoint the greatest dependency between the detected
F-point and the green colour recording by the matrix. In this case, the undetected points are
clearly grouped in the plot’s bottom section, which means that the features related to the
green colour can also be taken into account in the specification of the minimum F-points’
detection parameters. This dependency will be discussed later in this paper.

The latter part of the study features a division of the results by study type, which is
presented in Figures 14 and 15.
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According to earlier findings, the undetected points for the MeanL2 feature (Figure 10)
and green colour spectral response analysis features (Figure 12) were the most focused. The
MeanL2 feature was selected for the purpose of this comparison. Figure 14 shows that F-
points could be detected when their MeanL2 feature is higher than 18.6 in all studies, while
the value is lower—MeanL2 should be higher than 14.0—when using artificial lighting.

The division into dark and illuminated studies is also visible when analysing the
MeanG feature (Figure 15). In the case of the dark study, it is possible to state that the
F-points’ detection required the MeanG feature to be higher than 16.0, while in the case of
illumination, the value needed to be higher than 12.9. In terms of the main objective of this
research, it is already possible to specify the F-point features that must be met to detect a
given point.

3.4. Analysis of the Tie-Points’ Density in the F-Points’ Vicinity and Accuracy Analysis

Figures 16 and 17 present the list of correlation coefficients for all studies, depending
on the XYZ total error and number of tie-point.
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An analysis of the above data for all cases shows that there is a very low correlation
for all features. The only deviating value is the inverse low correlation (−0.273), between
the XYZ total error and the number of tie-points (NT-p), which means that a lower number
of tie-points in the F-points’ vicinity increases the XYZ total error.
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Further verification of the correlations for all cases between the number of tie-points
and the F-points’ features (Figure 17) demonstrated a rather low Pearson correlation
coefficient, of no more than +/−0.30. The low dependency demonstrates a certain trend
that, together with the earlier analysis of the NT-p and XYZ total error dependency, allows
for the statement that an increase in the number of tie-points mostly depends on the MeanG
feature, which was earlier confirmed. This allows for the statement that a higher MeanG
value will minimise the XYZ total error, thereby having a positive impact on the geometry
and quality of the photogrammetric study. Following this conclusion, the correlation values
were divided and assigned to the given study type, as presented in Figure 18.
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Figure 18 confirms the fact of a low inverse correlation between the XYZ total error
and the number of tie-points regardless of the study type. In the case of the Dark, Warm,
Cold and Neutral studies, it is possible to state that there was the mean correlation between
the XYZ total error and the luminosity and spectral response values for R, G and B. An
interesting fact is that the correlation is clearly inverted if the scene is illuminated with a
monochromatic light source (Red, Green, Blue studies). The strongest inverse correlation is
demonstrated by the comparisons made for the Red study.

The next figure (Figure 19) presents the comparison of the number of tie-points with
other F-point features by study.
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When assessing the above correlations for all values (regardless of the point type), the
dependencies are rather weak. It is possible to notice that there was a mean inverse correla-
tion for the dependency between the number of tie-points and some features concerning
the luminosity and spectral response for R, G and B in the case of the Warm, Cold, Neutral
and Green studies, i.e., in studies where the intensity of the additional light sources was
high and amounted to 28,750 lx, 28,580 lx, 29,160 lx, 911 lx, respectively. The Red study
demonstrates an inverse correlation for all values.

The next step of the analysis was comparison of the same dependencies with division
along particular F-points. The results are presented in Figures 20 and 21, below.

The above analysis, divided along particular F-points, demonstrates that the earlier
correlation analyses for the XYZ total error, in which the result pointed to a low inverse
dependency, were not identical for all F-points. This typically points to the F-points’ lo-
cal features that occur in a certain vicinity with less or more illumination. The obtained
correlation coefficients between the XYZ total error and most features concerning the lumi-
nosity and the recorded spectral response for most F-points point to inverse correlations of
various strength. Some points strongly deviate from the norm (F-points: 6, 10, 15, 30) and
demonstrate a substantially higher XYZ total error.

Taking into account the analyses of the dependencies between the number of tie-points
and other features as divided along particular F-points, it is possible to notice that most of
these points and features maintained a high positive correlation, thereby indicating that
the higher the values recorded by the sensor (which translates into the features concerning
the points’ luminosities), the more tie-points were detected by the program. The results
for F-points 2, 4, 6, 14, 30 did not confirm this rule, as they show that fewer tie-points
were detected in the vicinity of these points, thereby substantially increasing their XYZ
total error.
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4. Limitations of the Study

This section presents the limitations of the presented research in terms of the tested
scenes, equipment and its technical parameters and settings.

The conducted tests were not performed in natural and typical conditions for pho-
togrammetric tasks, such as urban areas, engineering structures or museum exhibits and
with many various objects. This is a limitation, to a certain degree, as it can slightly narrow
the view of the features under the used artificial lighting. Nevertheless, the conducted
analysis has potential, especially in terms of using various types of lighting, to obtain high-
quality photogrammetric products and products dedicated to artificial lighting monitoring.
In the future, it seems to be reasonable and important to conduct studies on the use of
various light sources in a real, urbanised environment. Therefore, we will continue the
initiated study process.
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We used only one ensemble of settings for the camera exposure parameters for all
seven lighting conditions. The study was conducted with the use of a single photogram-
metric program, i.e., the Agisoft Metashape, which limits the results’ sole dependency on
the algorithms proposed by the software’s manufacturer. The camera sensor type was also
unchanged and no analyses were conducted in this regard.

The calibration of spectrometer was performed using incandescent-based standards,
and there is no single spectral power distribution that would be representative of all white
LED sources [71].

The mock-up measurements did not feature the use of black matt fabric to avoid
any reflectance around the mock-up, as in the example from [72]. The mock-up was not
perfectly isolated against reflections occurring between its surrounding elements. The
measurements conducted in such a set-up can, therefore, be affected by light reflections
from the floor surface or other laboratory elements. In addition, due to the lateral location
of the light sources (only on one side), the mock-up was not illuminated evenly across its
entire area, which can impact measurement quality due to the high lighting contrast ratio
for some F-points, which was demonstrated in the Results section.

It must also be noted that the selection of colours (red, green, blue) in the applied
commercial and popular lighting sources was made using a mobile application. This fact
makes it impossible to provide a purely monochromatic light colour in this source. The
used LED light source featured a milky polycarbonate diffuser that may have affected
the results of all five measured values presented in Table 3 and Figure 7, due to the used
material’s transmission factor.

5. Conclusions

We analysed a series of cases with different lighting scenes of a 3D urban lighting
mock-up, as presented. It was demonstrated that a scene’s lighting colour and intensity
affects the accuracy of a photogrammetric study, thereby answering the research question
posed in the introduction. The paper featured a detailed specification of the dependencies
between various study types: using various scene-lighting types and without artificial
lighting, and the study’s overall quality, ability to detect F-points and the number of tie-
points in their vicinity. The most important conclusions include the fact that the higher
the additional lighting intensity, the higher the mean luminosity of the scene and the
higher the number of tie-points, which directly translates into accuracy. In this context, the
conclusions are confirmed by the work of the authors of [11], which also demonstrates that
a higher luminosity (brightness of the studied object or area) enables the program to detect
more tie-points. This is strictly related to the lack of resistance of the matching process
in the software, which utilises the SIFT algorithm, against low luminosity and contrast
images [73–75]. We have demonstrated that the greater the illuminated scene’s intensity
(E), the greater the mean point cloud luminosity.

Another conclusion drawn in these studies is the determination of the F-points’ fea-
tures that had to be met to enable the F-points’ detection. The defined features considered
were MeanL2 and MeanG, wherein MeanL2 had to be higher than 14.0 or MeanG higher
than 12.9 for illuminated scenes.

The proposed approach for assessing the aforementioned indices was determined
for the purpose of these studies and, according to the authors’ best knowledge, the avail-
able scientific elaborations feature no adequate equivalents. These features can be useful
in planning the F-points’ locations and methods of their illumination, if necessary, and
more importantly, in their validation in terms of usefulness in the photogrammetric aero-
triangulation process. The paper’s conclusions also demonstrate the importance of plan-
ning the F-points’ distribution in terms of a scene’s lighting. In difficult lighting conditions,
where the environment’s relative luminosity is lower than 12.9, the F-points cannot be
distributed randomly and must take into account their local illumination or placement in
already-illuminated spots.
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The Pearson correlation coefficients calculated for all cases confirmed the low inverse
correlation between the XYZ total error and the number of tie-points in their vicinity, as
well as the low correlation between the XYZ total error and the number of tie-points in
the F-point’s vicinity and other F-point features. A relatively strong correlation occurred
between the XYZ total error and the number of tie-points (NT-p), which means that a lower
number of tie-points in the F-point’s vicinity increases the XYZ total error. Additional
analyses for single F-points, depending on the study type, reached similar conclusions
and also showed the local nature and impact of the F-points’ surroundings on the study’s
accuracy and quality.

The scene’s illumination type and specific parameters for LED light sources, such as
CRI and SPD, are important elements in a photogrammetric study, especially for objects
placed in low lighting conditions. The rather popular CCT parameter, which is often
specified for commercial light sources indoors and outdoors, does not accurately represent
the light spectrum; instead, it only represents the sensory perception of its colour [2].
The parameter’s values can be misleading because the same CCT can be accompanied by
completely different SPD and also CRI. Therefore, in photogrammetry with additional
lighting, it is strictly necessary to take into account the lighting’s CRI and SPD parameters,
which is also deemed as an important result of these studies.

Vertical light intensity (E) is equally important as the light-source colour representa-
tion properties (CRI). At high light intensity, many non-monochromatic light sources are
usually good at representing colours, while no light source represents colours well in weak
lighting conditions.

Future Research

The studies conducted by the authors allowed for drawing many interesting conclu-
sions as well as formualting plans and ideas for further research to improve the knowledge
on the dependencies between the lighting of a 3D urban mock-up and the quality of the
photogrammetric study thereof. In future research, we plan to conduct detailed measure-
ments with the use of unmanned aerial vehicle (UAV) in real-life conditions. Ultimately,
such analyses can be used to develop a method of monitoring artificial lighting at night,
with a strong emphasis on protection against light pollution [76,77].

The so-called scene overexposure can be a problem, though not observed here, would
require analysing the top range, around the maximum luminosity for F-points, that still
enables their detection. In addition, it is also necessary to analyse the impact of the scene’s
overexposure on its geometry.
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