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Abstract: Less than five percent of all mobile applications have become successful throughout
2023. The success of a new mobile application depends on a variety of factors ranging from
business understanding, customer value, and perceived quality of use. In this sense, the topic
of usability testing of mobile applications is relevant from the point of view of user satisfaction
and acceptance. However, the current knowledge seems to be fragmented, scattered across many
papers and reports, and sometimes poorly documented. This paper attempts to fill this gap by
investigating the current state of knowledge by reviewing the previous literature relevant to the
research topic and developing a unified view. In particular, the methodological framework is outlined
and discussed, including the discourse on settings for laboratory and field studies, data collection
techniques, experimental designs for mobile usability testing, and a generic research framework.
Therefore, the paper contributes to both the theory and practice of human–computer interaction by
providing methodological foundations for usability testing of mobile applications, paving the way
for further studies in this area. Moreover, the paper provides a better understanding of the related
topics, in particular shedding light on methodological foundations, key concepts, challenges, and
issues, equipping readers with a comprehensive knowledge base to navigate and contribute to the
advancement of the field of mobile usability.
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1. Introduction

By the end of 2023, the number of mobile phone users, including both smart and feature
phones, will reach 7.33 billion, which stands for 91.21 percent of the world’s population [1].
What do mobile phone users spend most of their time doing? In April 2022, the average
amount of time an American user spends on the phone each day, not counting calls, has
increased to a total of 4 h and 30 min [2]. Interestingly, the average user checks their phone
344 times a day. That is once every 4 min [3]. Another study found that, in the US, the
revenue from smartphone sales increased between 2013 and 2022, peaking at more than
USD 102 billion in 2022 [4].

Despite the ubiquity of smartphones, only about 5 percent of mobile applications
are successful in the marketplace [5]. As practice shows, around 80–90 percent of the
applications published in the app stores are abandoned after just a single use [6]. From
those remaining, about 77 percent lose their daily active users within the first three days
after installation [7]. Moreover, according to Mobile Commerce Daily, about 45 percent of
users dislike their mobile applications [8].

For a variety of reasons, the majority fall into the usability domain [9]. For instance,
when considering mobile commerce, four factors, convenience, ease of use, trust, and
ubiquity, were identified as the most important [10]. In fact, usability is often pointed out
as one of the success factors for the adoption of mobile applications by users [11,12]. From
the business perspective, poor usability can reduce employee productivity and undermine
the overall value of a mobile enterprise solution [13].
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From the user perspective, usability might be understood as the set of choices leading
to accomplishing one or more specific tasks efficiently, effectively, and with minimum
errors [14]. In other words, building successful software means reaching beyond codes and
algorithms and into a genuine understanding of what your users do and how they do it.
The benefits of usable applications concern reduced costs of training, support and service,
as well as increased user productivity and satisfaction and application maintainability [15].

Obviously, the need for usability testing is nothing new as mobile software vendors are
interested in whether or not their products are usable [16]. As mobile phones have rapidly
evolved from simple communication devices to multifunctional multimedia systems [17],
the need for effective usability testing has become paramount. Despite the growth in
mobile human–computer interaction research [18], there is a research gap in comprehensive
usability testing frameworks tailored to the ever-evolving functionalities of modern
smartphones [19], along with the growing expectations and requirements of their users [20].

Given the wide range of techniques, methods, and frameworks that have already been
adapted to mobile usability testing from the computer and social sciences, our goal is to
generalize across this body of literature (rather than provide an exhaustive list of them)
and develop a unified methodological framework. In addition, we attempt to address
some of the key challenges of mobile usability testing by drawing on the latest research by
synthesizing the wealth of existing knowledge into a cohesive and flexible approach that
can serve as a guide for researchers and practitioners.

For this purpose, we used both well-known databases for peer-reviewed literature and
books (Google Scholar, ACM, IEEE, and Scopus) as well as gray literature using the Google
search engine. To identify relevant documents, we relied on keywords extracted from
the name of the search topic of current interest, such as “testing framework”, “mobile”,
“usability”, “testing methods”, as well as their combinations by adding the logical conjunction
operator. To this end, we followed the guidelines and recommendations developed by
Whittemore and Knafl [21].

The remainder of the paper is organized into four sections. In Section 2, related studies
are briefly reviewed. In Section 3, the theoretical background is presented. In Section 4,
the methodological framework is outlined, followed by Section 5, which presents its use
cases. In Section 6, a comprehensive discussion is carried out, followed by Section 7, which
concludes the paper.

2. Related Work

To date, many studies have been conducted on usability in the context of mobile
applications. To the best of our knowledge, the majority of the research has focused on
the evaluation of specific applications, adopting and adapting methods and tools that
are well-established in desktop usability research. Thus, few studies have attempted to
provide an in-depth analysis of the existing methods, tools, and approaches regarding
mobile usability testing. However, there are a few worth mentioning, and these are
discussed below.

Zhang and Adipat [22] developed a generic framework for conducting usability
testing for mobile applications based on a comprehensive review and discussion of research
questions, methodologies, and usability attributes. The authors’ framework was designed
to guide researchers in selecting valid testing methods, tools, and data collection methods
that correspond to specific usability attributes. In addition, the authors identified six key
challenges, including mobile context, connectivity, small screen size, multiple display
resolutions, limited processing capability and power, and multimodal input methods.

Ji et al. [23] introduced and developed a task-based usability checklist based on
heuristic evaluation in terms of mobile phone user interface (UI). To address the challenges
of usability evaluation, a hierarchical structure of UI design elements and usability principles
related to mobile phones was developed and then used to develop the checklist. The
developed usability checklist is mainly based on heuristic evaluation methods, which
are the most popular usability evaluation methods. The authors argued that, while the
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effectiveness of heuristic evaluation is closely related to the importance of selecting usability
guidelines, the corresponding 21 usability principles were developed, which are crucial in
mobile phone UI design. Interestingly, the authors suggested that certain usability features,
initially perceived as attractive or novel, eventually become essential to users. For example,
features such as built-in cameras in mobile phones, once considered luxuries, have become
common expectations.

Au et al. [13] developed the Handheld device User Interface Analysis (HUIA) testing
framework. The rationale behind such a tool concerns effective usability testing, improved
accuracy, precision, and flexibility, as well as reduced resource requirements such as
time, personnel, equipment, and cost. Automating mobile usability testing can improve
testing efficiency and ease its integration into the development process. While this paper
demonstrates an effective tool, it says little about the theoretical aspects of usability testing.

Heo et al. [24] proposed a hierarchical model consisting of four levels of abstraction:

1. Mobile phone usability level. The level indicates what we ultimately want to evaluate.
As an emergent concept, usability cannot be measured directly or precisely. Instead,
it could be indirectly indicated as the sum of some usability factors underlying the
concept of usability.

2. Usability indicator level. Five usability indicators are relevant to the usability of mobile
phones, including visual support of task goals, support of cognitive interaction, support
of efficient interaction, functional support of user needs, and ergonomic support.

3. Usability criteria level. This level identifies several usability factors that can be directly
measured using different methods.

4. Usability property level. This level represents the actual states or behaviors of
several interface features of a mobile phone, providing an actual usability value
to the criteria level.

Since there are goal–means relationships between adjacent levels, accordingly to the
authors, a variety of usability issues can be interpreted in a comprehensive manner as
well as diagnostically. The model supports two different types of evaluation approaches,
namely task-based and interface-based, supplemented by four sets of checklists.

Husain and Kutar [25] reviewed the current practices of measuring usability and
developed the guidelines to guide mobile application developers, which later served as the
basis for developing the GQM model. The model is based on three measures, including
effectiveness, efficiency, and satisfaction, along with corresponding goals and guidelines.
The presented model seems to be of great value for usability practitioners, but little is
discussed about methodological aspects of mobile usability testing.

JongWook et al. [26] presented methods and tools for detecting mobile usability issues
through testing, expecting that users who interact with mobile applications in different
ways would encounter a variety of usability problems. Based on this idea, the authors
proposed a method to determine the tasks that contain usability issues by measuring the
similarity of user behavior, with the goal of automatically detecting usability problems by
tracking and analyzing user behavior. The empirical results showed that the developed
method seems to be useful for testing large systems that require a significant number of
tasks and could benefit software developers who are interested in performing usability
testing but have little experience in this area.

In conclusion, following a literature review of the usability studies dedicated to
mobile application testing, a majority focused on the design, development, and empirical
evaluation of different methods and tools. However, in a few studies, the research attention
was directed to revisiting the theoretical foundations that provide all the necessary means
to organize and conduct a correct usability study that takes advantage of these methods and
tools. In no way do we question the validity of research that presents practical and useful
approaches, but theory seems essential for their effective development and implementation.

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


Appl. Sci. 2024, 14, 1792 4 of 27

3. The Theory of Mobile Usability
3.1. Usability Conceptualization

In light of a recent study [27], the most widely accepted definition of usability is that
provided in the ISO 9241-11 standard, which states that usability is “the extent to which a
system, product or service can be used by specified users to achieve specified goals with
effectiveness efficiency and satisfaction in a specified context of use” [28].

At this point, of an obvious nature, a question arises: how does one understand
context? Context can be understood as a carrier of information about the environment,
place, time, and situation in which an entity currently exists [29]. Here, an entity is a user
who deliberately interacts with a mobile application. With the ubiquity of mobile devices
(GPS devices) [30] and Internet connectivity (public Wi-Fi hotspots, home Wi-Fi, LTE 4G,
and 5G) [31], the ability to incorporate this type of information is common and in many
domains has become even an imperative to use [32]. In summary, context in mobile systems
can be divided into three categories [33]:

• external, independent, and valid for all interested users (e.g., current weather, dangerous
events, time, etc.);

• location, refers to information about the user’s point of interest (e.g., traffic jams, road
conditions, parking space, restaurant reviews, etc.);

• user-specific, related to the user’s attributes, beliefs, activities, and interests (e.g., gender,
age, nationality, religion, etc.).

Incorporating such context in mobile applications significantly enhances the quality of
service in terms of perceived usefulness by making our everyday environments increasingly
intelligent [34].

3.2. Usability Attributes Conceptualization

By definition, an attribute is a quality or feature regarded as a characteristic or inherent
part of something [35]. Similarly to the notion of usability, attributes do not exist as such.
On the contrary, they emerge from the physical interaction between the user and the mobile
application. If now one takes into account the aforementioned usability definition, the
question arises as to how to measure the extent of effectiveness, efficiency, and satisfaction.
The answer is twofold: through user observation or by user survey.

That being said, an attribute can be classified as “observable” or as “perceived”,
respectively. While it is possible to change the type from the former to the latter, then
the reverse operation is hardly achievable, or even impossible, due to human nature. For
instance, very few users, if any, explicitly manifest satisfaction during or after using typical
mobile applications. Nevertheless, there have been attempts to identify, measure, and
evaluate numerous qualities with regard to both the user and the application, especially in
domains such as games [36] or entertainment [37,38].

Let us now look at three attributes referred to in the ISO 9241-11 standard. It should be
noted that, while effectiveness and efficiency are directly observable qualities, satisfaction is
a “hidden” quality. Moreover, it is also possible to measure both effectiveness and efficiency
through user survey. In short, Table 1 shows the 2-category classification of the ISO 9241-11
usability attributes.

Table 1. Usability attributes classification.

Attribute/Type Observed Perceived

Effectiveness • •

Efficiency • •

Satisfaction Not applicable •

Such a distinction has implications for the conceptualization of the usability attributes.
Firstly, in the case of the observed category, the object of measurement is a user, or, more
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precisely, the user’s level of task performance. With this assumption, Table 2 shows the
definitions of the observed usability attributes.

Table 2. The conceptualization of the observed usability attributes.

Attribute Definition

Effectiveness the ability of a user to complete a task in a given context [39]

Efficiency the ability of a user to complete a task with speed and accuracy [40]

Satisfaction Not applicable

Secondly, in the case of the second category, the object of measurement is a mobile
application, in particular the user’s perceived level of workload and application performance,
as well as the self-reported level of satisfaction. The definitions of the perceived usability
attributes are provided in Table 3.

Table 3. The conceptualization of the perceived usability attributes.

Attribute Definition

Effectiveness a user’s perceived level of workload in a given context [41]

Efficiency a user’s perceived level of application performance (in terms of time) [42]

Satisfaction a user’s perceived level of comfort and pleasure [43]

In summary, the observed attributes can be interpreted in terms of the performance-
based characteristics of the user, whereas the perceived attributes can be interpreted in
terms of the user’s perceptions of certain application characteristics, as well as their own
feelings of comfort and task fulfilment.

It should also be noted that there are other commonly studied attributes that are
considered latent variables. In this regard, the most frequent ones also concern [27]
learnability, memorability, cognitive load, simplicity, and ease of use.

3.3. Usability Attributes Operationalization

By definition, operationalization is “the process by which a researcher defines how
a concept is measured, observed, or manipulated within a particular study” [44]. More
specifically, the researcher translates the conceptual variable of interest into a set of specific
“measures” [45]. Note that, here, a measure is a noun and means a way of measuring
with the units used for stating the particular property (e.g., size, weight, and time),
whereas “measures of quantitative assessment commonly used for assessing, comparing,
and tracking performance or production” are termed as metrics [46]. In other words, a
metric is a quantifiable measure of the observed variable.

However, the other way to quantify variables is to use indicators. By definition, an
indicator is “a quantitative or qualitative variable that provides reliable means to measure
a particular phenomenon or attribute” [47]. Indicators are used to operationalize latent
variables [48], in both reflective and formative measurement models [49]. In summary, for
the sake of methodological clarity of the above terms “metric” and “indicator”, only the
former will be used for both observable and perceived attributes.

Drawing upon the usability attributes classification, now we can turn to operationalize
them, which requires specification of the quantifiable metrics, along with corresponding
measurement scales.

3.3.1. Observed Effectiveness

To quantify the observed effectiveness of a user in the context of the performed tasks,
in total, five metrics are provided in Table 4 with assigned units and quantities.
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Table 4. The observed effectiveness metrics.

Code Metric Unit and Quantity

EFFE1 rate of successful task completion integer/amount

EFFE2 total number of steps required to complete a task integer/amount

EFFE3 total number of taps related to app usage integer/amount

EFFE4 total number of taps unrelated to app usage integer/amount

EFFE5 total number of times that the back button was used integer/amount

3.3.2. Observed Efficiency

By definition, efficiency is a quality that is measured by the amount of resources that
are used by a mobile application to produce a given number of outputs. Now, thinking
in terms of usability testing, the measured resource concerns the amount of time that a
user needed to perform a particular task. Thus, the observed efficiency is measured by the
completion time (EFFI1 metric) in units of time (commonly in seconds) with respect to each
individual task, or much less often to a set of related tasks.

3.3.3. Perceived Effectiveness

It should be noted that observed and perceived effectiveness are measured by the
same metrics except for the first one (EFFE1) since its submission to the respondent would
imply a self-assessment of the rate of task completion. The following 7-point Likert scale
can be used: absolutely inappropriate (1), inappropriate (2), slightly inappropriate (3),
neutral (4), slightly appropriate (5), appropriate (6), and absolutely appropriate (7).

3.3.4. Perceived Efficiency

If we consider efficiency as an unobservable construct, the 7-point rating scale is also
used to measure and rate the mobile application in this view. Table 5 shows the details of
the perceived efficiency metrics.

Table 5. The perceived efficiency metrics [50].

Code Metric Scale

EFFI2 duration of the application starting *

7-point Likert scale
EFFI3 duration of the application closing *

EFFI4 duration of content loading *

EFFI5 duration of the application response to the performed actions *

EFFI6 application performance continuity
* the reverse scale.

Similarly, if efficiency is treated as an unobservable construct, the 7-point Likert rating
scale can be used to measure and evaluate the mobile application in this perspective,
starting from extremely low (1), very low (2), low (3), moderate (4), high (5), very high (6),
to extremely high (7). Note that, for all metrics, expect the last one, a reverse scale must be
used to estimate the perceived efficiency in order to preserve the correct interpretation of
the collected data.

3.3.5. Perceived Satisfaction

In general, satisfaction is “a pleasant feeling you get when you get something you
wanted or when you have done something you wanted to do” [51]. The perceived
satisfaction construct (SATI) is composed of the three metrics validated in other usability
studies. Table 6 provides a detailed description.
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Table 6. The perceived satisfaction metrics.

Code Metric Scale

SATI1 I think I made the correct decision to use the X mobile
application [52]

7-point Likert scaleSATI2 My experience using X mobile app has been satisfactory [53]

SATI3 I am satisfied with the quality of X [54]
X is the name of the mobile application being evaluated.

The following 7-point Likert scale can be used, starting with strongly disagree (1),
disagree (2), somewhat disagree (3), neither agree nor disagree (4), somewhat agree (5),
agree (6), and strongly agree (7).

4. Methodological Framework for Mobile Usability Testing

There is no consensus on the definition of usability testing. To this day, numerous
attempts have been made in this respect. Let us look at just a few of these, which are
well-accepted by the research community. So far, usability testing is

• “a technique used to evaluate a product by testing it on users” [55];
• “a technique for identifying difficulty that individuals may have using a product” [56];
• “a widely used technique to evaluate user performance and acceptance of products

and systems” [57];
• “an essential skill for usability practitioners—professionals whose primary goal is to

provide guidance to product developers for the purpose of improving the ease of use
of their products” [58];

• “an evaluation method in which one or more representative users at a time perform
tasks or describe their intentions under observation” [59];

• “a technique for ensuring that the intended users of a system can carry out the intended
tasks efficiently, effectively and satisfactorily” [60] (borrowed from G. Gaffney [61])”;

• “a systematic way of observing actual users trying out a product and collecting
information about the specific ways in which the product is easy or difficult for
them” [62].

As can be seen, the above definitions differ considerably. Firstly, some of them indicate
that usability testing is ’just’ an evaluation technique, while the last one refers to a systematic
approach. Secondly, while some are general, others are precise by referring to the specific
product (system) attributes. Thirdly, although it is not always explicitly acknowledged, a
central role is played by the user, who interacts directly with a product (system) by carrying
out a task or a set of tasks.

Having said that, and taking into account both the adopted definition of usability and
the research context, usability testing is the process of evaluating a mobile application by
specified users performing specified tasks to assess effectiveness, efficiency, and satisfaction
in a specified context of use.

4.1. Research Settings for Usability Testing of Mobile Applications

First and foremost, there are two various approaches to usability evaluation, namely
laboratory and field testing [63].

4.1.1. Laboratory Studies

The Usability Laboratory is an environment in which researchers are able to study
and evaluate the usability of software products. One of the key requirements concerns
comfortable conditions, which means the ability to provide sufficient physical space to
accommodate a wide variety of study types, from those involving single users to those
involving groups of collaborating users. The most favorable configuration is two separate
rooms, with the first dedicated to a user and the second to a researcher.
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Typically, a user testing laboratory is equipped with hardware equipment that includes,
as a minimum configuration, the following items:

• a desk and chair, used by a user during application testing;
• document camera, a real-time image capture device, responsible for video recording;
• microphone, an external device that enables audio recording;
• video camera, a optical instrument that allows real-time observation of the user;
• a computer system unit (PC), optionally equipped with a keyboard, mouse, and

external monitor, used to store session recordings; alternatively, a laptop computer
may be used as an efficient substitute.

The observation room should generally be the same size or larger than the test
laboratory, and should accommodate at least two observers at a time. A typical equipment
configuration involves items such as

• monitor, used to view a user performing tasks;
• microphone, as a means of communication with a user;
• office equipment, necessary to ensure comfortable working conditions.

On the other hand, these two rooms can be integrated into a single laboratory shared
by the user and the researcher. A studio of this kind is also suitable for carrying out
usability tests and user surveys, provided that there is sufficient space and comfort for at
least two persons (adults) at a time.

Two different evaluation approaches can be distinguished [64]:

• laboratory-based testing by using a computer-based mobile device emulator;
• laboratory-based testing by using a mobile device (smartphone or tablet).

By its very nature, usability testing places a strong emphasis on the solution of tasks
or the achievement of goals by the specified users with the use of a product (system) in a
given context [65]. It should be noted at this point that the role of context should not be
underestimated [66]. Thus, using a mobile application emulator in the lab does not provide
equivalent input capabilities to a real mobile device. In addition, the ability to emulate
the context is limited. As a result, neither task performance nor context awareness appear
to be measurable factors when testing mobile applications by using desktop simulators.
Nevertheless, they could be reasonable choices for app prototyping.

For the reader interested in setting up a new laboratory, Schusteritsch et al. [67] provide
an in-depth analysis of infrastructure and hardware equipment. In particular, the authors
consider and describe the different designs and setups, as well as the factors affecting their
effectiveness and efficiency.

4.1.2. Field Studies

By definition, a field study is understood as an investigation that is conducted in an
environment that is not under the total control of the researcher [68]. Such a testing strategy
assumes that the tasks are performed directly by the users in the field, in the workplace,
or in any other non-laboratory location. Although there are no formal standards, it is
widely accepted practice that users are not under any control. However, they are generally
instructed as to the objectives of the study and the predefined tasks. One could also think
of controlled laboratory research [69], that is, research that is carried out in an environment
that is specifically designed for research [70].

The main advantage of field study is its generalizability to real-life contexts as it
represents a greater variety of situations and environments that users experience in their
natural environment. It is a powerful method for understanding the role of context
in shaping user experience by providing a better understanding of subjective attitudes.
A unique strength lies in its ability to reveal elements of users’ experiences that we were
previously unaware of [71].

On the other hand, embedded context includes possible factors that may affect the user
while performing a task. These can be external, environmental, and personal influences.
Let us consider three examples. In the case of external factors, a user is exposed to factors
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beyond his or her control, such as blinding sunlight, deafening noise, heavy rain or snow,
or strong wind. Environmental factors involve interaction with the environment. For
example, a user standing on a bus, holding on to the handrail with one hand, and using
a smartphone with the other hand, has limited capacity. Personal factors are related to
motivation, pressure, and stress [72], which can have different causes and sources, related
to both personal life and professional work.

From a practical point of view, field-based testing is carried out by means of a mobile
device and a wireless camera, both attached to a portable stand, or by means of a screen
recorder installed on a mobile device [73]. In addition, it is claimed that the process per se
is time-consuming and complicates data collection [74].

4.1.3. Laboratory vs Field Studies

When comparing laboratory-based testing with field-based testing, both approaches
have their own shortcomings. In the former, testing in different contexts seems to be limited
by physical constraints, while, in the latter, there are several practical difficulties related
to unfavorable weather conditions, pedestrian disturbance, and electronic equipment
shortcomings [73]. However, since the user feedback comes from interacting with the
system in a real environment, it provides more reliable and realistic information compared
to a laboratory study [75].

While “testing out on the road” provides an opportunity to sample from a distributed
user base [76], it has been rather rarely applied with respect to mobile applications [77].
Interestingly, the debate about the best site conditions and settings still seems to be an
ongoing issue [78–80].

4.1.4. Self-User Usability Testing

Self-user usability testing involves mobile application testing in the “real world” by
the users alone, without being instructed on how and when to use it. In other words, this
type of testing is not intended to be driven by a set of instructions, recommendations, or
task scenarios but rather to be performed in a completely free manner. Typically, such user
testing emphasizes not only the usability attributes but in most cases broader perceptions
and responses, termed as user experiences (UX).

This approach assumes that the user has a personal and unrestricted experience related
to the use of a specific mobile application. A questionnaire is usually used to collect data,
including questions on selected aspects of perceived usability. For this purpose, both
desktop measurement tools, such as the Software Usability Scale (SUS) [81], as well as
mobile-oriented instruments, such as Mobile Phone Usability Questionnaire (MPUQ) [82],
are in common use.

Note that, in modern science, usability is often lumped under or related to user
experience research, which encompasses all the effects that the use of a product has on the
user, before, during, and after use [83], strongly influenced by the purpose of use and the
context of use in general [84].

4.2. Data Collection Techniques

The literature review revealed that the empirical works concerning usability testing
have taken advantage of both quantitative and qualitative research methods [85–87]. In a
typical scenario, a usability testing session is a body of four integrated methods, namely:

1. Questionnaire.
2. Participant observation.
3. Thinking aloud.
4. Interview.

Drawing on the theory of academic research as well as recent literature addressing the
issues related to mobile application usability research, each method is described in general
terms and briefly placed in the context of the current paper.
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4.2.1. Questionnaire

With regard to the first type of research method, it is important to distinguish between
two terms that are sometimes used interchangeably, namely a questionnaire and a survey. In
general, a questionnaire is a set of written questions used to collect information from a number
of people [88], while a survey is an examination of opinions, behavior, etc., conducted by
asking people questions [89]. As one can notice, the latter has a broader meaning. In addition,
survey research can use qualitative research strategies (e.g., interviews with open-ended
or closed-ended questions) [90], quantitative research strategies (e.g., questionnaires with
numerically rated items) [91], or both strategies (a mixed methods approach) [92]. For
the sake of clarity, survey will be referred to as a method, while both questionnaire
and interview will be referred to as data collection techniques. In fact, there have been
numerous surveys that have investigated mobile usability using different combinations of
data collection techniques.

4.2.2. Participant Observation

Participant observation is a qualitative research method [93] where the researcher
deliberately participates in the activities of an individual or group that is the subject of the
research [94]. There are four different types of participation [95]:

• Passive occurs when the researcher is present but does not interact with people. At
this level of participation, those being observed may not even be aware that they are
being observed. By acting as a pure observer, a great deal of undisturbed information
can be obtained [96].

• Moderate is when the observer is present at the scene of action. However, recognized
as a researcher, the observer does not actively interact with those involved but may
occasionally be asked to become involved. At this level of interaction, it is typical
practice to use a structured observation framework. In some settings, moderate
participation acts as a proxy until more active participation is possible.

• Active occurs when the researcher participates in almost everything that other people
do with the aim of learning. In addition, a researcher proactively interacts with the
participants (e.g., by talking to them and performing activities), thereby collecting all
the necessary information.

• Complete is when the researcher is or becomes a member of the group that is being
studied. To avoid disrupting normal activities, the role is usually hidden from the
group [97].

In general, the methodology of participant observation is practiced as a form of case
study, attempting to describe a phenomenon comprehensively and exhaustively in terms
of a formulated research problem [98].

In usability studies, a typical setting for participant observation is passive. In this
respect, a researcher acts as a moderator during a testing session. In addition, considering
the presence of the moderator during the testing session, there are two types of usability
testing approaches [99]:

• Moderated, requiring the moderator to be present either in person or on camera. In an
in-person-moderated usability test, a moderator asks a participant to complete a series
of tasks while observing and taking notes. So, both roles communicate in real-time.

• Unmoderated, which does not require the presence of a moderator. Participants
perform application testing at their own pace, usually guided by a set of prompts.

It should be noted that both moderated and unmoderated sessions can be divided into
local and remote studies. While the former involves the physical presence of a moderator,
the latter can be conducted via the Internet or telephone. The unmoderated session is used
when budget, time, and resources are limited [100]. In this line of thinking, such surveys
are more efficient and less expensive; however, they are more suitable for larger pools of
participants [101]. In addition, due to some participants’ careless responding, the risk of
the collection of unreliable data is also higher.
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Usability testing sessions are typically recorded, allowing retrospective analysis that
provides first-hand insight into interactions and behaviors [102]. In particular, detailed
analysis allows task performance to be reconstructed. By extracting specific numerical
values from a video recording, it is possible to calculate metrics of observed usability
attributes, including both effectiveness and efficiency. In addition, the video recordings
serve as a valuable reference [103], allowing interested parties to observe first-hand how
users navigate through interfaces, interpret content, and respond to various features,
ultimately facilitating data-driven decisionmaking and continuous improvement in the
mobile application development process [104].

4.2.3. Thinking Aloud

Thinking aloud is the simultaneous verbalization of thoughts during the performance of a
task [105]. It is interesting to note that in the literature one can come across two different names
that are used as synonyms, namely “verbal protocol analysis” or “talking aloud” [106]. The
basic assumption behind thinking aloud is that, when people talk aloud while performing a
task, the verbal stream acts as a ’dump’ of the contents of working memory [107]. According
to Bernardini [108], under the right circumstances, i.e., verbally encoded information, no
interference, no social interaction, and no instruction to analyze thoughts, it is assumed
that such verbalization does not interfere with mental processes and provides a faithful
account of the mental states occurring between them.

According to this view, the verbal stream can thus be viewed as a reflection of the
cognitive processes used and, after analysis, provides the researcher with valuable ad
hoc information about the user’s perceptions and experiences during task performance.
In this line of thinking, there are two types of thinking aloud usability tests: concurrent
verbalization and retrospective [109]. Specifically, while the former requires participants
to complete a task and narrate what is going through their minds, the latter relies on
participants to report on their experiences after completing the task. Therefore, one can
conclude that, by assumption, the well-known definition of thinking aloud actually refers to
concurrent verbalization. Despite its value, analyzing think-aloud sessions can be tedious
as they often involve evaluating all of a user’s verbalization [110].

Moreover, different types of thinking aloud involve the verbalization of different
types of information. Having said that, the modern literature usually tends to point to
two different approaches [111]:

• Relaxed (or interactive) thinking aloud: a test user is asked to verbalize his or her
thoughts by providing a running commentary on self-performed actions and, in
moderated tests, is encouraged to self-reflect on current thoughts and actions [112].

• Classic thinking aloud: a test user is limited to verbalizing information that is used or
has been used to solve a particular task. In addition, the interaction between researcher
and user should be restricted to a simple reminder to think aloud if the user falls
silent [113].

For obvious reasons, Ericsson and Simon’s recommendations are expected to be
followed in unmoderated test sessions. On the other hand, as usability testing practice
shows, their guidelines are often relaxed in moderated test sessions, with the aim of eliciting
a broader panorama of the user’s thoughts and reflections [114].

The thinking aloud method has become popular in both practical usability evaluation
and usability research, and is considered by many to be the most valuable usability
evaluation method [115]. Nevertheless, while some researchers have found this method
somewhat useful for mobile applications, especially for tasks of relatively low complexity [50],
others have appreciated its effectiveness in identifying usability problems [116].

4.2.4. Interview

An interview is a qualitative research method that relies on asking people questions
in order to collect primary data that are not available through other research methods.
Typically, a researcher engages in direct conversation with individuals to gather information
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about their attitudes, behaviors, experiences, opinions, or any other type of information. In
the course of such a procedure, three different approaches can be applied [117]:

• An unstructured or non-directive interview is an interview in which the questions are
not predetermined, i.e., the interviewer asks open-ended questions and relies on the
freely given answers of the participants. This approach therefore offers both parties
(interviewer and interviewee) flexibility and freedom in planning, conducting, and
organizing the interview content and questions [118].

• A semi-structured interview combines a predetermined set of open-ended questions,
which also encourage discussion, with the opportunity for the interviewer to explore
particular issues or responses further. The rigidity of its structure can be varied
depending on the purpose of the study and the research questions. The main advantages
are that the semi-structured interview method has been found to be successful in
enabling reciprocity between the interviewer and the participant [119], allowing the
interviewer to improvise follow-up questions based on the participant’s responses. The
semi-structured format is the most commonly used interview technique in qualitative
research [120].

• A structured interview is a systematic approach to interviewing in which you pose
the same pre-defined questions to all participants in the same order and rate them
using a standardized scoring system. In research, structured interviews are usually
quantitative in nature. Structured interviews are easy to replicate because they use
a fixed set of closed-ended questions that are easy to quantify and thus test for
reliability [121]. However, this form of interview is not flexible; i.e., new questions
cannot be asked off the cuff (during the interview) as an interview schedule must
be followed.

In usability studies, unstructured interviews can be particularly useful in the early
stages of mobile application development by identifying the pros and cons of graphical
user interface design [122]. More generally, an unstructured interview can be used to
elicit as many experiential statements as possible from a user after testing a product [123].
In addition, this method has been widely used to gather non-functional requirements,
especially those that fall within the scope of usability [124].

A semi-structured interview format, which also relies on asking a series of open-ended
questions, is said to elicit unbiased responses with the aim of uncovering usability issues
by providing detailed qualitative data [125]. In practice, semi-structured interviews are
used as a follow-up method, conducted either face-to-face or by email. It seems to be a
widely accepted practice in the usability testing of mobile applications to combine both
closed and open questions [126].

A structured interview is essentially the administration of a questionnaire, which
ensures consistency and thoroughness [127]. The obvious advantage of a questionnaire
is that it can be completed by the participant on paper or electronically, allowing relatively
large samples of data to be collected with relatively little effort on the part of the experimenter,
whereas disadvantages include inflexibility and the inability to pursue interesting lines
of inquiry or to follow up on responses that may be unclear. However, the structured
nature of such instruments allows them to be replicated across the research community,
while testing their reliability and validity on different samples demonstrates their degree
of generalizability.

It is worth noting that Fontana and Frey [128] provide a comprehensive overview
of existing interview types, as well as useful guidelines for developing and conducting
each one.

4.3. Usability Testing Process

In a general sense, a process is “a series of actions that produce something or that lead
to a particular result” [129]. With this in mind, the process of mobile application usability
testing consists of a sequence of three tasks:

1. Data collection.
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2. Data analysis.
3. Usability assessment.

Each of these tasks can be considered as a separate part, thinking in terms of the
workload required, including human resources, hardware equipment, tools, and methods.
They are all discussed in more detail below.

4.3.1. Data Collection

The purpose of the data collection is to obtain all the primary data, necessary to
(a) identify and describe the profile of the respondents, (b) analyze, reproduce, and evaluate
the interaction, and (c) collect the feedback of the users, in terms of specific usability
attributes and their metrics. By its very nature, a set of data is collected during a usability
testing session, as shown in Figure 1.

Figure 1. Data collection process.

As one can notice, an individual usability testing session involves two different actors:
a researcher (marked in blue) and a user (marked in green). The course of the session
proceeds in the following manner:

1. A session starts with an introduction. The researcher briefly presents the general
assumptions, research objectives, research object and methods, session scenario
(including tasks to be performed by the user), details of the thinking aloud protocol,
components of the test environment, data collected and how the data will be used in
the future, user rights, user confidentiality, and anonymity clauses.

2. The user is then asked to sign a consent form, a document that protects the rights of
the participants, provides details of the above information, and ultimately builds trust
between the researcher and the participants.

3. Next, the researcher briefly informs and instructs the participant about the content
and purpose of the pre-testing questionnaire.

4. This instrument is used to collect demographic data, information about the participant’s
knowledge and skills in relation to the object of the study, and other relevant information.
An example of a pre-testing questionnaire is available here [50].

5. During the second briefing, a researcher introduces a user with a pre-defined list
of tasks to be performed by the user. All hardware equipment should be checked.
Finally, if there are no obstacles, a user should be kindly asked to think aloud while
performing each task.

6. The usability testing session is the core component of the data collection phase as
voice and video data are collected using hardware equipment (document camera and
microphone [130]). In addition, the researcher is also involved through monitoring
and observation of the progress of the test session. From a practical perspective,
written notes can often provide useful follow-up information.

7. Next, the participant is asked for additional feedback in the form of open questions on
any unspoken or unobserved issues raised during the interaction with the application;
this could take the form of an interview. If necessary, a short break afterwards is an
option to consider.
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8. Finally, the post-test questionnaire is submitted to a user. The aim is to collect
primary data on the user’s perceptions and experiences. An example of a post-test
questionnaire can be found here [50].

9. In the summary, a researcher concludes the testing session and discusses any remaining
organizational issues, if there are any.

At this point, it should also be emphasized that the pre-testing and post-testing
questionnaires can be merged into a single questionnaire and thereby administered to a
user after a testing session. In addition, the order in which the consent form is presented
for the user to sign may be set differently.

4.3.2. Data Analysis

By its nature, data analysis is essentially an iterative process in which a researcher
extracts the premises necessary to formulate conclusions. With this in mind, the analysis of
collected data involves the following:

• video content analysis, which comprises annotation procedures including the user’s
actions and application responses, separated and marked on the timeline;

• identifying and documenting the application errors, defects, and malfunctions; and
• extracting all numerical values necessary to estimate particular attribute metrics.

It should be noted that it is common practice to use a video player application or other
software tools to support this process. In addition, a variety of visualization techniques are
usually used to facilitate the analysis and interpretation of the results obtained. For example,
a timeline is a graphical method of displaying a list of a user’s actions in chronological order.

4.3.3. Usability Assessment

Once all the usability measures have been measured and assessed, it is then possible
to analyze, classify, and interpret the results. On the other hand, some may go through
the audio–video recordings and study the user’s task performance in detail. The result of
this step is the report, which generally presents the results and conclusions, as well as a
list of recommendations with the corresponding ratings of the participants. In particular,
the report is divided into the following sections: (i) assessed usability attribute, along with
their analysis and interpretation, (ii) bugs and errors, and (iii) recommendations and future
research directions. Obviously, the structure and content of the report should correspond
to both the goal and the formulated research questions. In this sense, the target audience
may be testers, designers, and developers, respectively.

4.4. GAQM Framework

By definition, a research framework refers to the overall approach that combines
conceptualizations and principles that serve as the basis for a phenomenon to be
investigated [131]. More specifically, it is a systematic way of organizing and conceptualizing
the research process, including the goal of the study, research questions and data collection
methods that guide a research study. To design and develop our framework for mobile
usability testing, the Goal–Question–Metric (GQM) approach was adopted and adapted [132]
since it has been widely recognized due to its capacity for facilitating software quality [133].

By definition, GQM is based on goal orientation theory [134] and is designed in a
top-down fashion. First, one must specify the rationale behind the measurement plan,
which in turn must inform one of the goals. Second, questions are then derived to articulate
the goal defined for an object. A goal should be expressed in terms of a measurable outcome.
Next, each goal is broken down into at least one question, which should provide a definition
for the measurement object with respect to a particular quality issue. Finally, one or more
metrics are assigned to each question.

Based on this notion and the theoretical underpinnings discussed earlier, we introduce
the Goal–Attribute–Question–Metric (GAQM) framework to structure, conceptualize, and
operationalize the study of mobile usability testing. The GAQM defines a research process
on four levels (see Figure 2):
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1. Conceptual level (goal). The research goal is defined, including the usability dimension
(observed or perceived) and the name of the mobile application (subject of the study);
a goal could also refer to usability in general.

2. Contextual level (attribute). The mobile usability attributes are specified.
3. Operational level (question). At least one research question is formulated to operationalize

each specific attribute.
4. Quantitative level (metric). At least one directly observable metric is assigned for an

observed attribute, while two or more are assigned for a perceived attribute.
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Figure 2. Illustration of the Goal–Attribute–Question–Metric (GAQM) framework.

We argue that the GCAM framework can be applied to any study of mobile usability
testing. It is designed to clarify and emphasize both research assumptions, intentions, and
measurements by providing a generic and structured approach. However, to support our
view, the three use cases of the GAQM framework are discussed below.

Note that, the chosen usability testing environment (i.e., lab or field) should be able
to address the mobile context (e.g., network connectivity) or the performance of specific
application features (e.g., route updating). The context may be deliberately formulated, or
it may be extracted from either the research objective or the specified tasks. In addition,
any planned data collection techniques should also be explicitly stated.

5. Use Cases

The world has witnessed a significant shift in shopping behavior over the past decade.
With the comfort of online shopping, consumers are turning more than ever to mobile
applications to find and purchase products, and flowers are no exception.

Determining the layout of content is a sensitive task. Desktop devices share considerable
larger screen space, whereas mobile devices are inherently limited. In fact, users are forced
to view a small amount of content at a time before they have to scroll. A designer often
struggles and wonders about the most efficient layout for the content presentation scheme
(see Figure 3). Should a list view or a grid view be used? Undoubtedly, a decision can affect
how quickly and easily users interact with the application.

List view presents content in a single-column list. It can be text-heavy, whereas an
interface typically displays icons or thumbnails next to the text. App users rely on reading
the information to make their choices. On the other hand, grid view displays content in
two or more columns with images. The images dominate most of the space, and the text
is truncated to avoid too much text wrapping. App users rely on the images to make
their selections. Looking again at Figure 3, an obvious question arises: which of these
two content schemas exhibits higher usability?
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Figure 3. The high-fidelity prototypes of mobile applications for buying and sending flowers. On the
left is a list view schema, while on the right is a grid view.

To demonstrate the value of the GAQM framework, we will look at three use cases,
each in a different context. We will use the framework to structure the research process. In
particular, to guide each of the hypothetical usability studies, we will formulate the research
objective by directly decomposing it into the tangible usability attributes, together with the
corresponding research questions, and assigning at least one metric to each of them.

5.1. Use Case #1

The first use case examines the choice between a list view and a grid view for a
mobile e-commerce application for buying and sending flowers (hereafter referred to as
Flying Flowers, or simply the application). This is illustrated in Figure 3, which shows two
high-fidelity prototypes, applied separately in two independent implementations, denoted
as version A and version B. It should also be assumed that, where applicable, analogous
content schemas were used to design the rest of the user interface of each version. The
research problem is to determine which version (A or B) has higher observable usability.
To structure and guide the research process, the GAQM framework has been applied. The
results are depicted by Figure 4.

In order to collect all the necessary data, a recorded testing session, separately for
each version of the application, is carried out with individual users to collect video data,
following the protocol shown in Figure 1. The extracted and estimated values of the metrics
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are used to perform a Student’s t-test to test the hypothesis of significant differences in the
means of the observed effectiveness and efficiency between version A and version B. Based
on this, an informed decision can be made as to which application version exhibits higher
observable usability.

Figure 4. Use case of the GAQM framework for the observed usability study of version A and version
B of the Flying Flowers app.

5.2. Use Case #2

In the second use case, we consider the similar research problem, as in the first use
case. This time, however, usability is understood in terms of the perceived usability, which
means that the current study aims to determine whether version A or version B of the Flying
Flowers mobile application demonstrates higher perceived usability. More specifically,
and thinking in terms of ISO 9241-11, perceived usability is understood in terms of three
perceived attributes, namely effectiveness, efficiency, and satisfaction.

In a similar vein, in order to structure and guide the research process, the GAQM
framework has been adopted. The results are depicted by Figure 5.

To collect quantitative data, a participant fills out the post-testing questionnaire
after testing each version of the application. As can be seen, in the current settings,
such a questionnaire contains at least 12 items since a total of 12 metrics have been
assigned to all three usability attributes. The calculated values of the metrics are used to
perform a Student’s t-test to test the hypothesis of significant differences in the means of
perceived effectiveness and efficiency between version A and version B. Based on this, an
evidence-based decision can be made as to which version of the application has higher
perceived usability.
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Figure 5. Use case of the GAQM framework for the perceived usability study of version A and
version B of the Flying Flowers app.

5.3. Use Case #3

In the third use case, the research problem is similar to the other two discussed above.
However, this time, usability is understood in general terms, which means that there is
no need to distinguish its attributes. Therefore, at the conceptual level, only the goal of
the study is formulated. At the remaining two levels, operational and quantitative, the
research questions and metrics are defined in a similar way.

Furthermore, no usability testing session is designed and organized. Therefore,
participants will be asked to install and use a version of A or a version of B on their
own smartphones, alternately, at any time and at their own convenience. In such an
approach, the 10-item System Usability Scale (SUS) with an adjective rating scale is used to
measure and evaluate the usability of each version. Note that the SUS is claimed to be the
most widely used measure of perceived usability [135].

In short, the current study aims to evaluate and compare version A and version B of the
Flying Flowers mobile application. To organize, structure, and guide the research process,
the GAQM framework was adopted and adapted to address both the study objective and
settings. The results are depicted by Figure 6.

To collect all the necessary data, the link to the online survey is sent to the pool of
users who will answer questions based on their experience. Alternatively, a paper-based
questionnaire can be used, but the data collected must be transferred to a digital form.
However, one should also consider verifying the experience level of each user by asking
questions such as length of use, frequency of use over the past year, and overall satisfaction.
Such simple measures allow a researcher to maintain the homogeneity of the sample, which
increases the reliability of the study.
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Figure 6. Use case of the GAQM framework for the usability study of version A and version B of the
Flying Flowers app.

6. Discussion

Laboratory research is still more common than field research because the effort
involved in organizing, preparing, testing, and analyzing participant samples is considerably
less. In addition, a number of well-known usability measurement tools, such as the Software
Usability Scale (SUS) or Software Usability Measurement Inventory (SUMI), can be easily
adapted for English-speaking users, as well as translated into other languages and used
to evaluate mobile usability [136,137]. This type of research, compared to the presented
methodology, requires less time and money, but it provides only a general view of users
regarding the pre-assigned aspects of the quality of mobile applications.

The advantages derived from mobile usability field studies are either authentic in
nature, related to real conditions and settings, or reliable in nature, related to unmoderated
design. According to Burghardt and Wirth [138], the need for participants to multitask
during field testing significantly increases the error rate associated with task completion
and thus the likelihood of identifying specific usability problems. On top of that, some
user behavior can only be observed in the field [139], which captures the complexity and
richness of the real world in which the interaction between a user and a mobile application
is located [140]. In a broader sense, the value of field settings has also been recognized and
confirmed by other studies related to the usability of mobile applications [141,142].

In the field of information systems research, the usefulness of questionnaires has long
been recognized [143,144], and they have been widely used to study mobile usability. The
use of a questionnaire as a research method is flexible and cost- and time-effective [145]. It
allows for large-scale data collection distributed across a geographically diverse group of
participants, as well as the standardization of data without the need for physical presence.
While questionnaires are a popular and widely used research method [146], they have
certain limitations. By design, questionnaires are often structured and may not allow
participants to elaborate on their answers. In mobile usability testing, this can limit the
depth of information gathered, making it difficult to gain a thorough understanding of
complex issues [147].

Participant observation, in which a study is conducted through the researcher’s direct
participation in the usability testing, where the questions and discussions arise from the
participant’s involvement [148], is a qualitative method of considerable interest to the
human–computer interaction community [149]. When considering mobile usability testing,
participant observation allows researchers to gather in-depth and detailed information
with the ability to explore different contexts by actively participating in the settings [150].
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This allows a researcher to gain insights that may be difficult to capture through other
research methods. Participant observation is feasible for both field and laboratory studies
but appears to be more difficult to implement for the former approach.

In usability testing, thinking aloud is often used to assess how users interact with
software, helping researchers to understand user concerns, preferences, and areas for
design improvement [151]. Since participants express their thoughts as they occur, thinking
aloud provides real-time data, allowing researchers to capture the immediate cognitive
processes involved in performing a task [152], which appears to be particularly useful in
A/B (split) testing. According to Nielsen [153], “thinking aloud may be the single most
valuable usability engineering method”. Currently, the method is widely used in usability
testing of mobile applications [154].

As interviews allow information to be put into context, users can provide details about
specific problems that have arisen. On the other hand, it is possible to elicit requirements
that are not specified elsewhere [155]. If participants provide ambiguous or unclear
answers, interviewers can ask for clarification in real time. However, participants may vary
significantly in their ability to articulate thoughts and experiences. Some individuals may
provide detailed and reflective responses, while others may struggle to express themselves,
resulting in variability in the quality of the data [156]. While interviews have proven to be
useful for mobile usability evaluation, uncovering various issues and revealing different
user expectations [157], they can be time-consuming both in terms of preparation and
actual data collection [158].

It would be at least naive to clearly state the best data collection technique for mobile
usability testing. Since each has its own strengths and weaknesses, the most appropriate
approach depends on the specified goals and attributes, as well as the testing context. In
addition, factors such as the target users, the type of mobile application, the available
resources, and the desired depth of insights play a vital role in determining the most
appropriate data collection technique. Therefore, a preliminary evaluation of each method
in relation to the study characteristics seems essential to make an informed decision.

On the other hand, the proposed process of data collection aims to structure and
integrate different techniques, eliciting from a user both ad hoc (spur-of-the-moment)
and ab illud (precise and conscious) information. In addition, video recording allows for
retrospective analysis, which involves reviewing and reflecting on the usability testing
sessions. However, this organized and guided approach requires considerable resources.
Moreover, if prepared and executed correctly, designers and developers can make informed
decisions to improve the overall user experience. It is especially important for newly
developed mobile applications, which may be subject to final testing before market launch.

In terms of theoretical implications, our study has contributed to empirical studies
by introducing the GAQM framework. This top-down approach can guide a researcher
in formulating and communicating the design of a mobile usability testing study. By
emphasizing the importance of aligning research goals with specific usability dimensions
and considering the context in which the application is used, the framework provides a
nuanced perspective on the multifaceted nature of mobile usability. More specifically, at
this point and with the existing evidence in the previous literature, the novel aspects of the
GAQM framework involve embodying of the two usability dimensions as foundations to
conceptualize the design and implementation of a usability study of mobile applications.

In summary, the presented GAQM framework makes an important contribution to
the development of theoretical perspectives and methodological approaches in the field
of mobile application usability research. In our opinion, the GAQM is a good fit for
this problem because it was relatively easy to map and decompose the research process
into goals, attributes, questions, and metrics. In addition, the use cases presented can be
easily adopted and adapted to other real-world settings, thus guiding other researchers in
designing and conducting mobile usability studies.

Nevertheless, this study suffers from the limitations common to all qualitative research.
First, the subjective nature of qualitative analysis introduces the potential obstacle of
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individual bias as the researcher’s prior knowledge and current understanding may
influence the interpretation process. This threat was mitigated by rigorous reflexivity
and transparency through the use of multiple sources of information established to inform
a research community in an effective and reliable manner.

7. Conclusions

This paper explores the intricacies of usability testing for mobile applications as this
area of research is burgeoning, largely due to the unique challenges posed by mobile devices,
such as their unique characteristics, limited bandwidth, unreliable wireless networks,
and the ever-changing context influenced by environmental factors. In particular, two
categories of mobile usability are introduced, followed by the conceptualization of its three
related attributes, namely effectiveness, efficiency, and satisfaction, borrowed from the ISO
9241-11 standard.

Our methodological framework begins with a discussion focused on an overview
of research settings for usability testing of mobile applications, intended for laboratory
and field studies, respectively. At the end, a short summary compares the two types. In
this case, a first avenue for future research has emerged, which concerns the optimal site
conditions. The research efforts undertaken could yield interesting and valuable findings,
revealing new frontiers in mobile usability testing.

Afterwards, four different data collection techniques, including questionnaire,
participant observation, thinking aloud, and interview, are described and analyzed. Thus,
we introduce the reader to the key areas from the perspective of reliability and validity
in any scientific research. More specifically, we discuss the specific settings, types, and
favorable circumstances associated with each of these techniques. We believe that there is a
need for more empirical research in this area to add more factual evidence to the current
state of theory.

Next, the process of mobile usability testing is outlined. It consists of a sequence of
three tasks: data collection, data analysis, and usability evaluation. From the point of view
of organizing and conducting the research, the second task deserves special attention. Due
to its unlimited scope and natural flexibility, this data collection scheme can be applied
in any experimental setup, adapted to the needs and requirements imposed by the study
objectives and the inherent context. Although there is still little research in this area, it
is expected that more will be carried out in order to confirm the theoretical frameworks
proposed in the current study.

Our methodological framework concludes with the introduction of a pragmatic
approach designed to conceptualize and operationalize any study oriented towards mobile
usability testing. The proposed GAQM framework is hierarchical in nature and operates on
four entities that include goals, attributes, questions, and metrics. Similarly, we expect that
the introduced framework will be appreciated by other researchers who, by its adoption,
would confirm its applicability and external validity.
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